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Cameron Swords

A UNIFIED CHARACTERIZATION OF RUNTIME VERIFICATION SYSTEMS AS
PATTERNS OF COMMUNICATION

Runtime verification, as a field, provides tools to describe how programs should behave during exe-

cution, allowing programmers to inspect and enforce properties about their code at runtime. This

field has resulted in a wide variety of approaches to inspecting and ensuring correct behavior, from

instrumenting individual values in order to verify global program behavior to writing ubiquitous

predicates that are checked over the course of execution. Although each verification approach has

its own merits, each has also historically required ground-up development of an entire framework

to support such verification.

In this work, we start with software contracts as a basic unit of runtime verification, exploring the

myriad of approaches to enforcing them—ranging from the straightforward pre-condition and post-

condition verification of Eiffel to lazy, optional, and parallel enforcement strategies—and present a

unified approach to understanding them, while also opening the door to as-yet-undiscovered strateg-

ies. By observing that contracts are fundamentally about communication between a program and

a monitor, we reframe contract checking as communication between concurrent processes. This

brings out the underlying relations between widely-studied verification strategies, including strict

and lazy enforcement as well as concurrent approaches, including new contracts and strategies. We

introduce a concurrent core calculus (with proofs of type safety), show how we may encode each of

these contract verification strategies in it, and demonstrate a proof (via simulation) of correctness

for one such encoding.

After demonstrating this unified framework for contract verification strategies, we extend our veri-

fication framework with meta-strategy operators—strategy-level operations that take one or more

strategies (plus additional arguments) as input and produce new verification behaviors—and use

these extended behavioral constructs to optimize contract enforcement, reason about global pro-

gram behavior, and even perform runtime instrumentation, ultimately developing multiple runtime

verification behaviors using our communication-based view of interaction.

Finally, we introduce an extensible, Clojure-based implementation of our framework, demonstrating

how our approach fits into a modern programming language by recreating our contract verification

and general runtime verification examples.
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C H A P T E R 1

Introduction

Runtime verification is an execution-based approach to program correctness in which verification

code runs alongside a program at execution time to inspect the program, ensuring it adheres

to a given specification or description of behavior. It allows programmers to express and verify

programmatic properties in terms of runtime operations and correct values flowing through the

program, forgoing the need for compile-time proofs of behavior.

To illustrate this trade-off, consider ensuring that a program always checks that an iterator has

additional values before retrieving a value. To verify this property at compile time, we must either

keep track of each iterator’s state at the type level (e.g., by using a type parameterized by the state

of a given iterator as iterator (hasNext) and iterator (unknown), raising a type error if the program

retrieves a value in the latter case) or extend the compiler itself to reason about correct iterator

usage. Alternatively, we can machine the runtime itself to programmatically enforce correct iterator

use by attaching an additional Boolean flag to each, setting it to true when we ask if the iterator

has another value and false when we retrieve said value, throwing an error if we retrieve a value

when the iterator has the false flag. This runtime-based approach allows us to programmatically

ensure each individual run is correct without encoding correctness as a compile-time artifact.

Moreover, in languages without rich type systems (e.g., Python, Ruby, Racket, and Clojure), run-

time-based verification can stand in for compile-time types, ensuring each function behaves cor-

rectly. The functional programming community, in particular, have adopted the notion of runtime

property verification in the form of software contracts to ensure program correctness. In this work,

we will start with software contracts in their many forms, expanding and generalizing software

contract verification and, ultimately, building a general runtime verification and inspection system.

Contracts. Originally presented as part of the Eiffel language [66], software contracts describe

a mechanism for specifying local program correctness at loop, function, and module boundaries,

allowing programmers to create complete, runtime-checked program specifications from individual

components. This piecewise construction of specifications suggests that software contracts are an
1



ideal foundation for building a framework for runtime verification, and thus we use it as our starting

point.

Findler and Felleisen [36] brought contracts to higher-order, functional programming (and, in partic-

ular, the Racket programming language [39]), introducing and defining a semantic core for contract

verification: in their simplest form, programmers form contracts from writing predicates (i.e., func-

tions that return Boolean values) that verify properties on values flowing through the program.

When a predicate returns a false value, the program terminates and reports the incorrect value to

the programmer.

Programming, however, is more complex: programs utilize higher-order functions, effectful opera-

tions, massive data structures, lazy evaluation mechanisms, and more, and contract systems must

address this added complexity. For higher-order functions, we must delay contract enforcement [36];

effectful operations may affect values that were previously checked; massive data structures may

be prohibitively expensive to inspect; and over-evaluating input may change program behavior.

In addition to these specific solutions, researchers have proposed myriad contract enforcement

strategies in response to these rising complexities, including lazy monitors [15, 22], concurrent

monitoring systems [26], optional enforcement [29], and probabilistic contract verification [50, 68].

Each of these solutions solve some, but not every, programmer concern in contract verification.

Moreover, these systems often appear as isolated, incompatible alternatives, fixing the evaluator

interaction pattern in the host language, providing a single enforcement strategy to the programmer.

Despite appearances, however, this cornucopia of verification systems share a common core: check-

ing that a given program fragment satisfies a contract requires executing some verification code,

and this execution is fundamentally distinct from the execution the original program fragment.

If we separate these two code fragments, we can view the verification portion of the program as

a separate process, allowing each program to proceed independently and synchronize at specific

points. This separation leads to a critical insight: if we preserve this distinction, these variations

on verification correspond to variations on evaluator interactions, and we may directly encode each

into a unified system, allowing programmers to vary monitor behavior on a per-contract basis,

choosing the appropriate behavior for each contract and, ultimately, extending contract behavior

to encompass other runtime verification systems. Moreover, this separation allows us to model

other runtime verification systems, such as ensuring a program adheres to behavioral models (such

2



as ensuring a programmer invokes hasNext on an iterator before retrieving the next element) and

function profiling, in the same framework.

1.1. Software Contracts

Software contracts are pervasive in modern functional programming, from Racket’s ubiquitous usage

to Liquid Haskell and Typed Racket’s adoption of refinement types. In their usual presentation,

contract systems define a core calculus and extend it with a particular flavor of software contract

verification, typically including the following forms:

E := x | V | E E | if E then E else E | E binop E

| (E,E) | fst E | snd E | raise | mon E E

V := λ x. E | n | true | false | (V, V ) | string

Most of these operations are standard: we have variables, values, application, branching, infix

binary operations, pairs, and errors1. The monitor form, included as the last form of E, performs

runtime monitor installation. These monitors are most typically defined via contract combinators,

specialized constructors that accept functions or other contracts as input and produce contracts.

The simplest combinator is pred/c, the predicate (or flat) contract combinator whose input is a

predicate and whose output is a contract that enforces it. We can use this to ensure a value is a

natural number:

nat/c := pred/c (λ x. x ≥ 0) (1)

To evaluate programs in this calculus, we also need dynamic semantics to describe how mon should

proceed2. We will build this piecemeal, matching on the contract by combinator:

mon (pred/c F ) V → if F V then V else raise (2)

When we monitor a predicate contract, we check if the predicate holds for the provided value. If it

does, we return that value. If it does not, we raise an error. For example, we can check nat/c:

1For now, we treat errors as ‘unit’-raised errors. Later we will extend them to provide more information about the
error that occurred.
2We elide the other semantics and refer the interested reader to Types and Programming Languages for their imple-
mentation [73].

3



Example 1.1 (Using a predicate contract).

mon nat/c 5

→ if (λ x. x ≥ 0) 5 then 5 else raise
→ if 5 ≥ 0 then 5 else raise
→ if true then 5 else raise
→ 5

We can also define combinators over structures, such as pair/c E E for pair contracts:

mon (pair/c C1 C2) V → (mon C1 (fst V ),mon C2 (snd V )) (3)

This contract combinator takes two sub-contracts and applies the first to the first element of the

pair and the second to the second element of the pair. For example, we might check if we have a

pair of natural numbers:

Example 1.2 (Using a pair contract).

fst (mon (pair/c nat/c nat/c) (5, 6))
→ fst (mon nat/c (fst (5, 6)) , mon nat/c (snd (5, 6)))

→∗ fst (mon nat/c 5 , mon nat/c (snd (5, 6)))

→∗ fst (5, mon nat/c 6)

→∗ fst (5, 6)
→∗ 5

The last combinator we will introduce for now is fun/c, the function contract combinator :

mon (fun/c C1 C2) F → λ x. mon C2 (F (mon C1 x)) (4)

This contract ensures that each input to the function satisfies the specification given by C1 (called

the pre-condition) and each function output satisfies the specification given by C2 (called the

post-condition). Unlike the previous combinators, this monitoring results in a pair of suspended

monitors: unlike predicate and pair contracts, a function contract does not have all of the infor-

mation necessary to verify its input and output. Rather than attempting to statically verify that

every path through the program satisfies these contracts, we check each input and output that

occurs over the course of the program, verifying each input invocation site and output result. To

demonstrate this mechanism, consider ensuring a procedure works over natural numbers (i.e., takes

natural numbers as inputs and produces natural numbers as outputs):

4



Example 1.3 (Using a function contract).

(mon (fun/c nat/c nat/c) (λ n. 1)) 5

→ (λ x. mon nat/c ((λ n. 1) (mon nat/c x))) 5

→ mon nat/c ((λ n. 1) (mon nat/c 5))

→∗ mon nat/c ((λ n. 1) 5)

→∗ mon nat/c 1

→∗ 1

1.2. Variations on Contract Systems

As discussed above, there are myriad variations on the eager-style contract verification system we

present above, each of which appear in the software contract verification literature as modifications

to the calculus in the previous section. In this section, we introduce three such variations, briefly

describing their verification behavior and contrasting it with the eager verification mechanism above

(and postponing further details until Chapter 2). We focus on these strategies in particular due to

their broad utility, straight-forward explanations, and proliferation in the literature.

Semi-Eager Verification. The software contract system presented in §1.1 exhibits potentially

surprising behavior: Example 1.2 and Example 1.3 both perform contract checks for values that

do not impact in the final program result. In Example 1.2, the second element of the pair, 6,

is never used, and, similarly, the function input 5 is never used in Example 1.3. If these values

had not been natural numbers, however, they would each have raised errors in the program. In

programs where over-evaluation might produce divergence or performance degradation, this can

make contracts prohibitively expensive (such as traversing a binary tree to inspect each element

during element insertion) and even impossible to check (such as verifying that a stream contains

only of natural numbers).

Hinze et al. [52] propose a lazier monitoring mechanism to address these issues: unlike the software

contract system in §1.1, this system only checks contracts for values used in the final program result.

To demonstrate this behavior, consider the following examples:

Example 1.4 (Semi-eager contract enforcement).

fst (mon (pair/c nat/c nat/c) (5, -1)) →∗ 5 (5)

(mon (fun/c nat/c nat/c) (λ n. 1)) -1 →∗ 1 (6)

5



Because -1 is not used to determine the final program result in either of these examples, the

programs terminate without error.

Promise-Based Verification. A second variation of software contract enforcement utilizes com-

putational promise behavior: any time a monitor enforces a contract, the programmer receives a

promise to the contract result, and they can retrieve it (or not) as they see fit. For example, a user

might initialize a contract, perform a secondary computation, and then verify the contract result.

Example 1.5 (Promise contract verification).

User Process Monitoring Process

let x = mon nat/c -1
k = gen-new-encryption-key

in encrypt k (force x)

→ let x = ⟨box⟩ update-box (if (λ x. x ≥ 0) -1 then -1 else error)
k = gen-new-encryption-key

in encrypt k (force x)

→∗ let x = ⟨box⟩ update-box error
k = encryption-key

in encrypt k (force x)

→∗ encrypt encryption-key (force ⟨box⟩)

This allows programmers to utilize multi-processor architectures to provide performance improve-

ments over the interleaving monitoring system presented in §1.1. More importantly, it describes a

variation of how to verify contracts: we may check them in a separate process while the program

continues. It also allows programmers to control when and if they get the contract result, where

unforced promises will not produce errors in the user process.

Concurrent Verification. A third variation, originally proposed by Dimoulas et al. [26] as Future

Contracts, performs contract verification in parallel for predicate contracts, synchronizing with the

program at “effectful” points (such as input/output events) to report any violations. For example,

consider a program that checks a predicate contract and synchronizes with the monitor at print

operations:
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Example 1.6 (Concurrent contract verification).

User Process Monitoring Process

let x = mon nat/c -1 in display (add1 x)

→ let x = -1 in display (add1 x) if (λ x. x ≥ 0) -1 then done else report error

→ display (add1 -1) if -1 ≥ 0 then done else report error

→ display 0 if false then done else report error

→∗ seq sync (print 0) ⇐⇒ raise error

→∗ raise

The initial program continues its computation until synchronization, and then the error occurs.

In general, the monitoring process manages a queue of pending contracts, reporting any violations

during synchronization. This allows programmers to utilize parallelism without explicitly managing

verification results.

Other Variations. These are not the only variations; for example we can also verify contracts in

each of the following ways:

• lazy contract verification, which only enforces contracts as the user evaluator completely ex-

plores each monitored term;

• probabilistic contract verification, which probabilistically ensures contracts adhere to their

pre- and post-conditions for random inputs;

• and best-effort checking, which only reports a contract result if the contract terminates before

the program completes.

As with the verification strategies we describe above, these variants provide programmers with

flexibility and utility to address specific situations.

1.3. Separating Contract Monitors into their Own Evaluators

In both promise-based and concurrent verification, we extract the contract monitor into a separate

process. It turns out, however, that we may model even the naïve contract system presented in

§1.1 with interacting evaluators, wherein the contract monitor is a separate, concurrent process

that interacts with the user program to report the verification result. To illustrate this behavior,

consider evaluating the expression

5 + mon nat/c (1 + 2) (7)
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via the rules in §1.1. As before, we evaluate the monitored expression (1 + 2), then the monitor

mon nat/c 3, and finally the result 5 + 3, yielding 8. This suggests that monitoring proceeds as a

separate evaluator, performing contract verification in isolation from the user program.

Dimoulas et al. [26] first observe this separation in order to take advantage of computational paral-

lelism for increased performance and Disney et al. [31] later use a similar approach to ensure contract

non-interference. More than that, however, separating contract verification into a different evaluator

allows us to discuss the fundamental nature of software contract verification, allowing us to inspect

how and when each contract verification strategy interacts with the user program. For example,

eager contracts (presented in §1.1) postpone the user program while evaluating the monitored ex-

pression, resuming the initial computation with the verification result; semi-eager contracts do not

suspend the user program until the user program requires the contract result; and promise-based

contracts synchronize with the user program during specified events; and promise-based contracts

synchronize when the user program demands them. Ultimately, this separation allows us to explore,

compare, and combine contract verification strategies in a unified way.

1.4. Unified Contract System

Each of the software contract verification systems presented in §1.1 and §1.2 have immense utility,

and a programmer may require each verification technique over the course of a program. For

example, a programmer may wish to check that a tree is a binary-search tree in each of the

following ways:

• via an O(n) traversal (e.g., after initial construction);

• by locally checking the parts the program uses (e.g., to preserve asymptotics during a BST-in-

sertion routine);

• via an O(n) promise-based system (e.g., when the program is performing other operations in

the main process);

• and via an O(n) concurrent traversal (e.g., to ensure we read a sorted tree from a file while

the program continues).

Programmers should not settle for a system that does not support each of these strategies; they

should be able to use any strategy, and move freely between them between.
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In this thesis, we present a single, unified framework that provides each of these verification strat-

egies (and more), allowing programmers to select the best strategy (or combination of strategies)

on a per-contract basis. Furthermore, we demonstrate that this unification and the principled

interactions of combined strategies follow from the fundamental insight presented in the previous

section: each software contract monitoring strategy may be directly expressed in a unified frame-

work as a description of internal verifier behavior (i.e., how the verifier proceeds) and a pattern of

communication (i.e., how the verifier interacts with the user program).

1.5. General Runtime Verification & Verification Meta-strategies

In addition to allowing programmers to select individual verification strategies, we also develop

general runtime verification (such as ensuring a program adheres to a finite-state machine of behav-

ior) using meta-strategies, or strategy operators that take and return new strategies. In general, a

meta-strategy may augment a basic strategy’s behavior, giving programmers additional flexibility

and specialization. These meta-strategies may be manually implemented by the programmer on a

per-contract basis, but providing them as part of the unified framework eases developer overhead,

and allows us to reason about them in a framework context.

These meta-strategies include the following (among others):

• comm, which takes a strategy and a channel. After enforcing the contract, this strategy will

communicate the result across the channel. The goal is to suppose, e.g., lazily verifying tree

fullness checking without manually constructing the side-channel system presented by Swords

et al. [80].

• memo, which takes a strategy and a hash map. We store the verification result in the given

map, and, if the expression is already in the hash map, the verifier skips enforcement, using

the previous result. This allows programmers to avoid unnecessary contract recomputation

over the course of execution.

• random, which takes a strategy and a number 0 ≤ e ≤ 1. During contract enforcement,

we probabilistically check the contract, using e as the check rate (and thus skipping some

enforcements).

• and transition, which allows programmers to specify state transitions and ensure the program

follows them [30].
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As we will demonstrate, we can use these meta-strategies in a variety of ways, including augmenting

contract performance, expanded contract verification, and refocusing the underlying verification

framework to support generic runtime verification, including ensuring instruction execution order

(e.g., by maintaining a state-machine for behavior) and function-level time profiling.

1.6. Thesis Statement

With the above background, we can state the thesis of this dissertation:

Runtime verification systems may be expressed as a collection of separate, concurrent

processes that interact with the user program, and variations on verification systems

may be encoded as variations on patterns of communication to provide programmers

with general, practical runtime verification tools.

My dissertation will defend this thesis as follows:

• runtime verification systems may be expressed as separate, concurrent processes that systemat-

ically interact with the host (or user) program: we demonstrate how the standard higher-order

contract systems may be directly modeled as program interactions (Chapter 3) and formally

define a straightforward, CSP (Concurrent Synchronous Process) calculus λπ
cs for encoding

such interactions (Chapter 4).

• variations on verification systems may be expressed as variations of interactions: we will

demonstrate how we may express variations on runtime verification from across the litera-

ture [22, 26, 27, 30, 33, 80] in λπ
cs (Chapter 5). We will also extend this approach to additional

verification techniques, including state systems and other meta-strategies (Chapter 6).

• general, practical runtime verification tools: we will defend the generality of this approach by

presenting an implementation built in Clojure that utilizes the JVM parallelization facilities

(Chapter 7).

1.7. Previously Published Work

The material in this dissertation stems from research done jointly with multiple collaborators,

some of which appears in the following previously-published papers, both directly (e.g., the initial

encoding model presented by Swords et al. [80]) and indirectly (e.g., the algebraic effect system
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presented by Kiselyov et al. [60] and the secondary blame-tracking system presented by Vitousek

et al. [83]).

• Cameron Swords. Strategy-Based Contract Monitors, Monitoring Meta-strategies, and Run-

time Instrumentation. Draft, 2017.

• Cameron Swords, Amr Sabry, and Sam Tobin-Hochstadt. An Extended Account of Contract

Monitoring as Patterns of Communication. To Appear, Journal of Functional Programming,

2018.

• Michael M. Vitousek, Cameron Swords, Jeremy G. Siek. Big Types in Little Runtime: Open

World Soundness and Collaborative Blame for Gradual Type Systems. In Symposium on

Principles of Programming Languages, 2017.

• Cameron Swords, Amr Sabry, and Sam Tobin-Hochstadt. Expressing Contract Monitors as

Patterns of Communication. In International Conference on Functional Programming, 2015.

• Oleg Kiselyov, Amr Sabry, and Cameron Swords. Extensible Effects. In Haskell Symposium,

2013.
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C H A P T E R 2

Software Contracts and Variations Therein

synopsis
In this chapter, we introduce and discuss the technical background that informs the rest

of the dissertation. We begin with software contracts and contract verification (§2.1), and

proceed by defining and discussing the behavior of multiple variations on contract veri-

fication, including eager (§2.2), semi-eager (§2.3), promise-based (§2.4), and concurrent

(§2.5).

Runtime systems often live outside of the system they are inspecting, using different languages and

systems to monitor a specific program’s behavior. Software contracts forgo this need, allowing pro-

grammers to write their specifications in the same language as the underlying program, expressing

and verifying properties about their program within the same context and runtime system as the

program itself.

At their core, software contracts are procedures written in the host language that verify program

behavior by inspecting values flowing through the program, ensuring these values adhere to specific

properties (such as being a natural number, a list of a certain length, or a binary-search tree). To

verify a contract, we execute the contract’s associated predicates(s) on the monitored values, and,

after execution, the contract assertion either returns the input (potentially modified to contain

more monitors) or raises an error. In aggregate, these contracts verify that the underlying user

program behaves as intended.

The Essence of Contract Monitors. To begin, consider a function that simulates rolling an

x-sided die:

λ x. (rand-nat x) + 1 (8)

The procedure uses rand-nat, which expects some natural number greater than 1 and returns a

number between 0 and that value (exclusive), and adds 1 to the result. It would be ideal to ensure

that x is greater than zero before passing it to rand-nat, and, using pred/c from Chapter 1, we can
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write a contract to verify this property:

λ x. rand-nat (mon (pred/c (λ n. n ≥ 1)) x) + 1 (9)

In this example, the rand-nat function takes some argument x and verifies the contract

pred/c (λ n. n ≥ 1)

on the value. As before, the pred/c form takes a predicate and yields a predicate contract, which

returns the monitored value if the predicate returns true and raises an error if it returns false. This

contract, then, will ensure that x is at least 1. But this leaves lingering questions about verification:

• Should we treat contracts as specifications to verify, ensuring values adhere to these contracts

regardless of their usage in the program (e.g., if rand-nat works without error for a negative

number, should we still report an error)?

• Should the user program wait while contract verification occurs (e.g., should we ensure x has

the correct bounds before the underlying, user program may proceed)?

• Should the user program have its own role in contract verification (i.e., asking for the contract

result in addition to performing its computation)?

As we saw in the introduction, these questions do not have concrete “yes” or “no” answers, but

represent gradient of possible verification strategies. Moreover, these answers may change as pro-

grams increase in complexity; for example, consider checking that each element of a pair is a natural

number before generating a random number based on the first element:

nat/c ∆
= pred/c (λ n. n ≥ 0) (10)

rand-nat (fst (mon nat/c 5,mon nat/c -1)) (11)

Should Eqn. 11 raise an error (because -1 is not a natural number)? While the invalid value is

immediately discarded, and thus will not cause the program to be incorrect, it is also possible that

ensuring the contract (and signaling the subsequent error) will reveal additional problems to the

programmer.

It is not sufficient to select a single set of answers to these questions. Adding software

contracts to a program fundamentally changes that program’s behavior. While it is possible to

only write idempotent contracts that do not modify their input or change the program’s meaning

as part of verification [22], this restricted usage eschews the fundamental utility of contracts as

language-level procedures [34] that can interact with the full language runtime, and programmers
13



E := x | V | E E | if E then E else E | E binop E | (E,E) | fst E | snd E
| error | mon E E | pred/c E | pair/c E E

V := λ x. E | n | true | false | unit | (V, V ) | pred/c V | pair/c V V

Figure 2.1. A strategy-agnostic syntax for software contract.

must be free to utilize this additional power how and when they see fit. In this context, however,

when contracts are free to change a program’s behavior with over-evaluation, divergence, side

effects, and even concurrency, programmers must have the ability to vary how and when to verify

these contracts.

2.1. Variations on Verification

Contract verification is typically expressed as part of a fixed verification system, extending a core

calculus with a single, fixed contract verification mechanism describing how and when to verify

contracts [22, 25, 26, 36, 52]. In this thesis, we refer to these verification mechanisms as monitoring

strategies:

Definition 2.1 (Monitoring Strategy). Given a contract and some term to monitor it on, a mon-

itoring strategy describes how and when to verify the contract on the term.

Our goal is to introduce a unified verification system which supports multiple contract monitor-

ing strategies and, to this end, we start by introducing a number of such strategies, laying the

groundwork for our later abstraction. We work from the single, strategy-agnostic syntax previously

presented in Chapter 1, reproducing it in Figure 2.1. This calculus follows the core calculi pre-

sented by Degen et al. [22] and Dimoulas and Felleisen [25], which extend a standard, call-by-value

λ-calculus [1] (variables x; values V ranging over lambda abstractions, numbers, pairs, errors1, and

more) with contract combinators and verification forms:

• mon E1 E2, which installs a runtime monitor to verify the contract E1 on the expression E2

such that the monitor either returns the monitored value or raises an error;

• pred/c E, the predicate contract combinator, where E must be a predicate function;

• pair/c E1 E2, the pair contract combinator, where E1 and E2 are subcontracts verified on the

first and second elements of the monitored pair (respectively).
1Our errors currently raise “empty” errors. We will later extend these errors to include additional blame information
to help programmers debug contract violations.

14



These language-level combinators forms allow us to define new contracts, such as nat/c from Eqn. 10.

Using nat/c and the pair contract combinator, we may also define a contract that will verify its input

is a pair of natural numbers:

nat-pair/c := pair/c nat/c nat/c (12)

Then, we may once again ask what it means to evaluate the following:

mon nat/c 5 →∗ ? (13)

rand-nat (fst (mon nat-pair/c (5, -1))) →∗ ? (14)

To determine the answer, we must select some semantic definition of contract verification, and, in

doing so, we will also (perhaps unintentionally) answer the questions about the nature of verification

we raised above. Over the rest of the chapter, we will introduce a number of mon semantic

reductions to explore four contract verification strategies.

2.2. Eager Verification

Eager contract verification, first presented by Meyer [66], brought into the functional world by

Findler and Felleisen [36], and repeatedly refined [22, 23, 27, 35], treats contracts as fully-verified

specifications, evaluating the monitored term as necessary while the user program waits for the

verification result (even if the user program would not normally evaluate it). In its purest form,

we can define eager contract verification as:

mon (pred/c Vc) V → if Vc V then V else error (15)

mon (pair/c Vc1 Vc2 ) (V1, V2) → (mon Vc1 V1,mon Vc2 V2) (16)

In the case of predicate contracts, we take the input term, reduce it to a value, and then determine

if the predicate holds; for pair contracts, we destruct the (evaluated) pair, proceeding via recursion.

To demonstrate this behavior, consider the following trace monitoring “nat/c” on the term “2 + 3”

before passing the result to a procedure:

(λ x. 10) (mon nat/c (2 + 3))

→ (λ x. 10) (mon nat/c 5)

→ (λ x. 10) (if (λ n. n ≥ 0) 5 then 5 else error)
→∗ (λ x. 10) (if true then 5 else error)
→ (λ x. 10) 5

→ 10
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When the evaluator encounters the monitoring form (line 3), the user program (attempting to

apply “λ x. 10” to “2 + 3”) suspends, waiting while the contract system verifies the contract.

After contract verification, the monitoring reduction yields control back to the user portion of

the program with the monitored value (in this case, “5”), which is immediately discarded by the

application (line 6). If 5 had not passed the contract, however, the monitor would subvert the user

program control to raise an error.

This contract verification strategy treats contracts as concrete specifications to fully verify over a

program’s execution, regardless of the program’s execution trace (e.g., how it uses the contracted

terms). This means that even unused values will raise contract violation errors. For example,

consider reducing Eqn. 11 under an eager monitoring strategy:

fst (mon nat-pair/c (5, -1))
→∗ fst (mon nat/c 5,mon nat/c -1)
→∗ fst (5,mon nat/c -1)
→∗ fst (5, error)
→∗ error

When we verify a pair contract with an eager monitoring strategy, we immediately monitor each

subcontract on the appropriate sub-component of the pair, interrupting the user program to com-

pletely verify the subcontracts. In this case, “-1” is not a natural number, and thus the entire

program terminates with an error even though the second element of the pair is not part of the

final program result.

Eager verification signals errors for unused values, which comes with a number of potential draw-

backs:

(1) Treating contracts as fully-verified specifications inhibits verifying properties on infinite struc-

tures. For example, ensuring that each element of an infinite stream is a natural number will

cause the monitor will diverge.

(2) Suspending the user program while the monitor proceeds can be computationally prohibitive.

For example, consider

mon prime/c (23763 + 567) (17)

The user program waits while the contract monitor performs a primality check, potentially

bottlenecking the underlying application. Similar situations may occur when, e.g., ensuring

each element of a hash map adheres to a specific property. If eager verification is the only
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monitoring strategy available, programmers may find it too expensive to verify rich properties

of their programs.

(3) Interrupting the user evaluator and over-evaluating inputs may produce different program

behavior than the original, unmonitored program: contracts are effects, and may not always

preserve the underlying program’s meaning [72]. For example, consider the following predicate

(monitoring a function value):

pred/c (λ f. (f 5) = 0)

If the function diverges on input 5, but otherwise behaves correctly over the course of the

program, then monitoring this contract will cause divergence in a program that may have

otherwise terminated.

These drawbacks stem from the fundamental assumption of eager contract verification: if we accept

contracts as concrete specifications that must be completely verified as the user program encounters

them, we ensure that each contract is totally monitored [27] at the cost of potential verifying (and

potentially evaluation) more that necessary.

2.3. Semi-Eager Verification

The over-evaluation of eager verification suggests an immediate alternative: we may maintain the

user program suspension during verification, but postpone contract verification until the program

demands the monitor’s result. Hinze et al. [52] originally present this semi-eager verification strat-

egy in order to address these problems with eager monitors; Degen et al. [22] later define semi-eager

verification (including blame information) in the context of lazy programming languages; and Find-

ler et al. [37] use a similar less-eager verification mechanism for contract verification.

In order to provide semi-eager contract verification, the monitoring reduction must “box up” the

contract and the monitored expression, suspending contract verification until the user evaluator

demands the value. We encode this mechanism as follows, representing contract-expression pairs

as ⟨contract | expression⟩:

mon V1 V2 → ⟨V1 | V2⟩ (18)

When the user evaluator demands the value (e.g., the boxed expression occurs in evaluation po-

sition), the evaluator suspends the user program and verifies the contract, resuming the program

with the monitored value if the contract holds or raising an error if it does not. We can achieve this
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result by specializing the evaluator to perform contract verification when the program requires the

boxed expression (e.g., ⟨V1 | V2⟩ V3 will need to unbox the operator and perform verification). This

evaluation mechanism is reminiscent of call-by-name evaluation, where some subset D of evaluation

contexts D are “forcing” contexts [6] that trigger contract verification:

D[⟨pred/c Vc | V ⟩] → D[if Vc V then V else error] (19)

D[⟨pair/c Vc1 Vc2 | V ⟩] → D[(mon Vc1 (fst V ),mon Vc2 (snd V ))] (20)

To illustrate semi-eager verification, consider evaluating the pair example from Eqn. 11 (without

the rand-nat operator):
fst (mon nat-pair/c (5, -1))

→∗ fst ⟨nat-pair/c | (5, -1)⟩
→∗ fst (mon nat/c 5,mon nat/c -1)
→∗ fst (⟨nat/c | 5⟩, ⟨nat/c | -1⟩)
→ ⟨nat/c | 5⟩
→ if (λ n. n ≥ 0) 5 then 5 else error
→∗ 5

This example illustrates the primary behavioral difference between eager and semi-eager verifica-

tion: in semi-eager verification, contracts are no longer fully-verified specifications that we must

ensure, and the contract system will only verify contracts as the user program uses them. This

monitoring variant allows programmers to trust that any value used in the program result adheres

to its contract(s) without risking over-evaluation. It checks precisely those values we access in a

stream or hash-map in, allowing us to preserve program behavior and localized contract verification.

As with eager verification, semi-eager verification has its own drawbacks:

(1) Semi-eager verification is not faithful to the contract specification [22]: only those values the

program uses will have their contracts verified and, as a result, we cannot trust our contracts

as full specifications. This behavior may lead to unobserved program errors (such as the

example above).

(2) Semi-eager verification is not idempotent [22]: depending on how we implement contract

verification, it is possible that these two terms may have different behaviors:

fst (mon nat-pair/c (5, -1))
fst (mon nat-pair/c (mon nat-pair/c (5, -1)))
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If monitoring the outer contract demands the contracted values ⟨nat/c | 5⟩ and ⟨nat/c | -1⟩, then

the second expression will raise an error, while the first will return 5. This strange behavior

may mislead programmers using a semi-eager contract system2.

(3) Semi-eager verification can lead to a “verification anti-pattern”: in semi-eager verification,

programmers may find themselves evaluating terms expressly for contract verification. This

anti-pattern manifests in our previous example by taking the second element of the pair in

order to ensure contract verification, even if we will not otherwise require it.

(4) This verification technique still suspends the user evaluator while verification proceeds; it just

does so at a finer-grained level.

As we can see, semi-eager contract verification is not a catch-all solution: while we may use semi-ea-

ger monitors to check a different set of contracts than eager monitors, we have fewer guarantees

and a similar level of user evaluator interruption across the program.

An Aside on Function Contracts. Function contracts, created with the function contract com-

binator fun/c, perform contract verification on a function, ensuring its input adheres to the given

pre-condition and its output adheres to the given post-condition. These contracts present a unique

problem when compared to other structural contracts: unlike pairs or larger structures, it is, in

general, impossible to ensure that a procedure behaves correctly for every input, as they typically

work over infinite input spaces. To avoid this problem, Findler and Felleisen [36] propose an alter-

native approach to function contracts wherein a function contract yields a new function, wrapping

the monitored function in pre- and post-condition checks (where Vc1 is the pre-condition, Vc2 is the

post-condition, and V is the monitored function):

mon (fun/c Vc1 Vc2 ) V → λ x. mon Vc2 (V (mon Vc1 x)) (21)

For example, we can verify that a function takes and returns only natural numbers:

mon (fun/c nat/c nat/c) (λ n. n + 5) → λ x. mon nat/c ((λ n. n + 5) (mon nat/c x)) (22)

This definition of fun/c is “natively” semi-eager: the implicit delaying nature of λ suggests we should

check only those values that flow in and out of the function. This is not, however, the only solution;

other alternatives to verification include:

• Probabilistic verification [33, 50], wherein the contract system generates sample inputs and

verifies that the monitored procedure adheres to its pre- and post-conditions for these inputs.

2Owens [72] identifies a similar problem with pairs of functions in eager verification.
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• Static contract verification [33, 69, 86], which performs static analysis to ensure that the

procedure adheres its contract. This approach also allows systems to erase contracts that will

provably hold.

For the moment, we forgo these alternatives for our semantic presentation so that function con-

tracts resemble their structural counterparts, taking some structure (e.g., a function) as input and

returning that same structure with contracts nested in it as the verification result, but we will

revisit these alternatives in later chapters.

2.4. Promise-Based Verification

In order to address the burden of evaluator interruption, Dimoulas et al. [26] introduce the notion

of future contracts, presenting a concurrency model with a user and a monitoring process, wherein

the user process communicates contracts and expressions to the monitoring process and the mon-

itoring process concurrently performs contract verification. We may replicate this multi-process

approach by replacing the “boxing” and “unboxing” of semi-eager verification with promises [41]

and inter-process communication, written [⟨e⟩]3:

mon (pred/c Vc) V → seq (spawn (if Vc V then write ι V else write ι error)) [⟨read ι⟩]

(23)

mon (pair/c Vc1 Vc2 ) (V1, V2) → seq (spawn (write ι (mon Vc1 V1,mon Vc2 V2))) [⟨read ι⟩] (24)

For predicate contracts, we create a new process (via spawn) that evaluates the contract and either

writes the original value or an error across some channel ι. For pair contracts, we decompose the

contract and monitor each subcontract, writing the final result across some channel ι.

We have taken a number of liberties in this encoding of promise-based verification, assuming a

process-creation operation spawn, channels ι with channel communication, “promise boxes” [⟨e⟩] that

we may later force with the force operation, and our ability to write errors directly across channels.

We take these liberties for presentation purposes, and address each of them in our semantic model

in Chapter 5.

As for usage, consider a program that ensures some value is a natural number, generates a new en-

cryption key, and then uses that key to encrypt the natural number. If generating a new encryption

3Here, e is the expression to retrieve the computational result when forcing the promise
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key is computationally intensive, it may be worthwhile to verify this contract concurrently:

User Process Monitoring Process

let msg = mon nat/c -1
in encrypt (gen-new-key) msg

→∗ let msg = [⟨read ι⟩]
in encrypt (gen-new-key) msg

if (λ n. n ≥ 0) -1
then write ι -1
else write ι error

→∗ encrypt (gen-new-key) [⟨read ι⟩] →∗ write ι error

→∗ encrypt V (force [⟨read ι⟩])

→∗ encrypt V (read ι)

→∗ error

The user evaluator communicates the contract and expression to a concurrent process before re-

suming its computation, and later retrieves the concurrent monitoring process’s verification result.

Unlike semi-eager verification, promise-based monitors do not interrupt the user evaluator during

verification, allowing the user process to proceed concurrently with contract monitor. When the

user program requires the contract result, the evaluator forces the promise, retrieving it4. This ap-

proach reveals a potential optimization in multi-processor settings: the user evaluator may proceed

in parallel with the monitoring evaluator, allowing the user evaluator to spend less time awaiting

monitoring results and potentially yielding program speed-up.

As with our other variations, this decision not to view contracts as concrete specifications and

remove user program suspensions has its own potential issues:

(1) Promise-based verification falls victim to some of the previous concerns of semi-eager verifica-

tion (including lack of idempotence and verification anti-patterns).

(2) The user evaluator may end up “wasting cycles” on speculative computation, performing

operations that the program must discard after a contract signals an error, or, worse, that the

program must roll back (e.g., in the case of effects such as file output).

(3) The cost of communication and promises may dominate program performance.

(4) Effectful contracts (e.g., a contract that maintains internal state) no longer have a guaranteed

execution order, and may yield unexpected and unpredictable results. For example, consider

4In their original presentation, future contracts synchronized whenever the user program performed effectful opera-
tions, requiring machinery wrapping each effect.
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a monitor that updates a reference before ensuring its input is a natural number:

pred/c (λ x. seq (update-ref ref (!ref + x)) (x ≥ 0)) (25)

If the user program relies on ref, the programmer may be unable to predict the program’s

outcome. Worse, if update-ref is not atomic [48], this behavior may lead to different results

depending on process scheduling.

As with eager and semi-eager verification before it, we can see that promise-based verification is

also not a perfect-fit solution: although it addresses some of our problems with both eager and

semi-eager verification, a promise-based verification strategy introduces its own set of programmer

concerns.

2.5. Concurrent Verification

In an attempt to remove some of the semantic complexity of the previous verification approaches,

it is worthwhile to consider asynchronous concurrent verification, wherein the contract verification

system forgoes explicitly reporting the result to the user evaluator. Instead, the monitoring process

verifies the contract concurrently, either terminating silently if the contract holds or raising an error

if it does not5:

mon (pred/c Vc) V → seq (spawn(if Vc V then V else error)) V (26)

As with promise-based monitoring, we create a new process to monitor the contract. Unlike

promise-based monitoring, however, we return the original value to the user evaluator without

creating a promise, allowing both computations to proceed without further synchronization.

Consider the following usage:

User Process Monitoring Process

let x = mon nat/c -1 in (2 + 4) + x

→∗ let x = -1 in (2 + 4) + x if (λ n. n ≥ 0) -1 then unit else error

→ (2 + 4) + -1 if -1 ≥ 0 then unit else error

→ 6 + -1 if false then unit else error

→ 5 error

5We elide pair-based contract verification for concurrent monitors for simplicity. Such a definition would follow the
promise-based definition in Eqn. 24.

22



This program may either produce “5” or raise an error. Which result should we expect? More

specifically, if the user evaluator does not explicitly ask for the contract result, should the language

runtime await it anyway? Either answer is valid, and each has further implications.

If we do not wait, we get a concurrent, "best-effort" checking system. In the above

example, we may either receive 5 or error as the final answer, dependent upon process scheduling.

While ultimately weaker than the previous verification techniques, this best-effort approach may

be ideal for monitoring expensive properties during a program, such as a contract that performs a

probabilistic primality test in an infinite loop, randomly checking the divisibility of its input until

the user program terminates [18, 32].

This concurrent verification strategy, too, has its own pitfalls:

(1) Concurrent verification may be too weak: a best-effort approach to verification may inhibit

programmers from reliably ensuring program properties, (e.g., a probabilistic primality check

contract may not find a counter-example even if the number is not prime).

(2) Scheduler-dependent results may not detect some contract violations, or may only detect them

in some program executions.

(3) As with promise-based contracts, contracts with side effects that modify global state be alto-

gether unpredictable.

Alternatively, we may instrument the language runtime to wait for these monitoring

processes to run to completion. This “finally-concurrent” verification recovers the guarantees

lost in concurrent verification and ensures that every contract we monitor is fully verified, address-

ing issues 1 and 2 above at the cost of waiting for these monitors. Moreover, finally-concurrent

contract verification may also take advantage of parallel performance without the need for later

synchronization. Even so, it has its own issues:

(1) Finally-concurrent verification yields a similar flavor of over-evaluation as eager monitoring:

verifying a contract on a stream will never terminate, and as a result, it is possible to create

concurrent contract monitors that never terminate.

(2) Effectful contracts cause the same problems as they do in concurrent and promise-based veri-

fication.
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2.6. Verification in Review

We have seen just five of the myriad verification strategies which make up the contract verification

design space. We have chosen these five because of their frequency in the literature, their apparent

utility, and their direct encodings. However, these are only a small portion of the far-reaching

mechanisms for contract verification, and we explore and encode additional verification approaches

further in §5.7.

Researches have explored this verification design space, and two, in particular, make strong argu-

ments about the relative utility of different verification strategies:

• Findler et al. [37] identify a number of contracts where semi-eager verification is critical to

program performance, and argue that it must be a programmer option, going so far as to

introduce it as a secondary, ad-hoc mechanism alongside Racket’s fixed, eager verification.

• Degen et al. [22] declare that “faithfulness is better than laziness” for lazy languages, advo-

cating that, in a fixed-strategy setting, concrete contract verification is more valuable than

preserving the underlying program’s performance or behavior.

This presentation, following our work in Swords et al. [80], takes a different stance: programmers

should have mechanisms to choose how and when contract verification occurs on a per-contract

basis, selecting the most appropriate strategy in each case. As we will see over the course of

this dissertation, separating verification into a separate, interacting process allows us to provide

multiple verification strategies in a unified system, ultimately constructing a framework which

allows programmers to construct and extend generic contract verification to include generalized

runtime verification mechanisms.
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C H A P T E R 3

Uniting Contract Verification Strategies in a Unified

Framework

synopsis
Each of the contract verification strategies we have seen has its own strengths and weak-

nesses. While other authors advocate for singular verification mechanisms or providing

secondary verification mechanisms through non-standard interfaces, our work in Swords

et al. [80] proposes another alternative: allowing programmers to choose their verification

strategy on a contract-by-contract basis to address different needs over the course of a

program. In this section, we explore this approach to verification, introducing a strat-

egy-parameterized monitoring form (§3.1), demonstrating how we may reuse contracts

to provide wildly different behaviors by varying their verification strategies (§3.2), and

explaining how verification strategies may each be uniformly encoded as variations of the

same structure (§3.3).

In traditional contract systems, language designers provide a single, fixed verification behavior as

a permanent fixture of the evaluation semantics for a given language, and, as a result, the system

gives the programmer little choice in how contract verification proceeds. Such fixtures have two

immediate effects:

• Users cannot choose how and when to verify contracts. They must rely on the existing

system’s behavior, even when its behavior is not ideal. For example, consider inspecting that

a tree is a binary-search tree (e.g., children to the left of a node have smaller values and

children to the right have larger values). Fully verifying this contract before a binary-search

tree insertion routine will impact the asymptotic behavior of a program. If, however, the

programmer has the option to use a semi-eager contract in this situation, they may check only

those nodes the insertion explores, locally verifying the property while preserving asymptotics.

• Contract verification is an unknown quantity. If the verification strategy is a fixed,

opaque entity to the programmer, they may find it difficult or outright impossible to predict
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the impact and behavior of contracts across their program, making it difficult to reason about

contracts with dependent values and side effects.

To address these problems, we follow Swords et al. [80], abstracting away from the traditional,

“one-strategy” verification mechanisms by exposing contract verification strategies as an additional

parameter to the verification form, ultimately allowing programmers to choose their verification

strategy on a contract-by-contract basis to address different needs over the course of a program.

To demonstrate the immediate utility of such an approach, consider verifying that a tree is a

binary-search tree in each of the following ways in the same program:

• via eager monitoring after initial construction, as a post-condition to ensure that, e.g., the

list-to-tree procedure produces the correct structure;

• via semi-eager monitoring, to verify that each element explored during a binary tree lookup

satisfies the contract while preserving asymptotics;

• via promise-based monitoring, to inspect the tree while the program performs additional,

unrelated operations;

• and via concurrent monitoring, to ensure that a tree read from a file has the correct structure.

Each of these tree verification situations occurs naturally over the course of a program, and yet

standard contract systems support only one of these behaviors. A multi-strategy system, however,

allows us the flexibility to write each of these monitors across the same program, suiting the needs

of each situation.

Through the rest of this chapter, we will look at a programming mechanism that allows us to provide

this behavior, examine examples using this mechanism, and discuss the underlying principles that

allow us to implement it.

3.1. Multi-Strategy Monitoring

To facilitate multi-strategy monitoring, we must provide a general mechanism to allow programmers

to select which strategy to use for each verification site. To this end, we introduce a revised mon

form:

E := ... | mon E E E E

As before, the mon operation takes a contract and an expression to monitor. In addition to these

arguments, this revised mon form takes two additional arguments:
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• It takes a strategy argument—a value indicating how the contract monitor should proceed

with verification:

V := ... | S S := eager | semi | promise | concurrent | fconc

These strategies are first-class values, allowing programmers to use, retain, and pass monitor-

ing behaviors as parameters over the course of a program.

• It also takes a blame argument, indicating the parties responsible for the contract verifica-

tion in the event of a violation. We assume the standard blame disciplines described in the

literature [27, 36], using a three-tuple allowing us to blame the contracted value, context,

and contract dependent upon when and how the contract violation occurs. We use “B” as a

stand-in value for this blame tuple in our examples.

3.2. Small Examples of Multi-Strategy Monitors

We may now use our revised mon form in conjunction with these explicit strategy forms to produce

each monitoring behavior. For example, we can consider the same contract under eager and semi

verification, demonstrating that unused values will not signal violations using the semi strategy:

let x = mon nat/c eager 5 B in 3 →∗ 3 let x = mon nat/c eager -1 B in 3 →∗ raise
let x = mon nat/c semi 5 B in 3 →∗ 3 let x = mon nat/c semi -1 B in 3 →∗ 3

Similarly, we can use promise to verify a contract concurrently while the computation proceeds,

replicating our promise-based verification behavior from Chapter 2:

User Process Monitoring Process

let msg = mon nat/c promise -1 B

in encrypt (gen-new-key) msg

→∗ let msg = [⟨read ι⟩]
in encrypt (gen-new-key) msg

if (λ n. n ≥ 0) -1
then write ι -1
else write ι (error B)

→∗ encrypt (gen-new-key) [⟨read ι⟩] →∗ write ι (error B)

→∗ encrypt V (read ι)

→∗ error B

The concurrent and fconc strategies also proceed as described in the previous chapter, allowing

the programmer to indicate that verification should proceed using concurrent or finally-concurrent
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verification, respectively:

let x = mon nat/c concurrent -1 B in (2 + 4) + x →∗ 5 or raise
let x = mon nat/c fconc -1 B in (2 + 4) + x →∗ raise

Exposing verification strategies in this manner allows programmers to precisely choose how and

when to verify each software contract in a unified framework, flexibly moving from one monitoring

strategy to another at each verification site.

3.2.1. Binary-Search Trees with Multi-Strategy Monitors

In our unified framework, strategies are first-class values, meaning that they can flow through the

program like any other value. This allows programmers to write contracts (and contract combi-

nators) that take verification strategies as arguments, allowing programmers to reuse the same

contract to produce a variety of verification behaviors.

To demonstrate the utility of this approach, consider a “bst/c” contract over binary trees, param-

eterized by a strategy indicating how to recursively verify the contract at each node (i.e., the

contract applied to each child node). Such a parameterized contract allows us to write each of the

binary-search tree contracts described in the introduction:

• “mon (bst/c eager) eager tree B” eagerly verifies that a tree is a binary-search tree;

• “mon (bst/c semi) semi tree B” returns a tree that will monitor that each subtree is correct-

ly-ordered as the program explores it;

• “mon (bst/c promise) promise tree B” creates a cascading chain of monitoring processes for

each node, and exploring the tree synchronizes with the appropriate processes at each level;

• “mon (bst/c concurrent) concurrent tree B” concurrently verifies that the tree is a bina-

ry-search tree using a similar set of cascading processes, but as a “best-effort” check;

• and “mon (bst/c fconc) fconc tree B” proceeds similar to the concurrent contract, forcing the

user program to wait for the verifier to complete before terminating.

These are not, however, the only possibilities in our framework: the strategy argument to “mon”

describes how the top-level monitor should behave while the strategy argument to “bst/c” separately

describes the recursive verification, allowing us to freely modify the exterior verification strategy

independently of the “bst/c” argument to produce diverse verification structures. For example, we

may create a single, promise-based verifier that eagerly verifies each subcontract as:

mon (bst/c eager) promise tree B

28



The resultant verifier will return a promise to the user process, proceeding with eager verification

in a separate process and allowing the programmer to retrieve the eager verification result at a

later synchronization point.

As we will see in later chapters, this intermixing of verification strategies allows us to express

complex verification constructs, verifying rich properties when and how we wish.

3.3. A Unifying Semantics for Contract Verification

Thus far, we have presented our strategy reduction semantics as specialized forms, each designed

from the ground up to provide unique verification behavior. As a result, it appears that, in order to

develop a unified verification system, we need to build bespoke implementations to adhere to each

individual verification behavior, developing unique semantic structures for each. Such an approach,

however, soon becomes unwieldy and over-specialized, forcing language developers to carefully craft

each combinator-strategy interaction.

This perception, however, is incorrect.

3.3.1. Separating Evaluators

Although it may be possible to encode each combinator-strategy as a unique entity, each strategy

is, fundamentally, a small variation on the same theme: the monitors executes some verification

code, and this execution interacts with the user program at one or more points over the course

of verification in order to receive the monitored term and (potentially) report the verification

result. Viewed through this lens, we see that each strategy variation describes how and when this

monitoring evaluator interacts with the user program, and how the user program proceeds in the

context of these interactions.

To illustrate this concept, consider the expression

5 + mon nat/c eager (1 + 2) B

To evaluate the expression, we perform the following steps:

(1) The user program will evaluate “(1 + 2)”, yielding “3.”

(2) The monitoring expression “mon nat/c eager 3 B” will suspend the user program while the

monitoring evaluator ensures that “3” is a natural number.
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(3) The monitoring expression yields “3” and the user evaluator resumes, evaluating “5 + 3” to

produce “8” as the final result.

We present this derivation in the top half of Figure 3.1, where we have indicated the user portions

of the evaluation in red and the monitoring portions in blue .

This value flow between these “evaluator” regions is reminiscent of the ownership model described

by Dimoulas et al. [27], where we account for the contract monitor itself as a potential value owner.

This separation of concerns leads to our key insight:

The contract verification portion of a program is fundamentally separate from the user

portion, and we may isolate each individual contract monitor as an individual process

that interacts with the user evaluator [26, 31, 80].

If we apply this approach to our example above, explicitly separating the two evaluators, we arrive

at the derivation in the bottom half of Figure 3.1, where the user and monitoring processes explic-

itly interact across a communication channel to compute the final program result. This revised

derivation reveals the fundamental nature of contract monitoring: a contract monitor is a separate

evaluator communicating with the user program.

Extracting and isolating contract monitors in this way yields an immense benefit: in order to model

the contract monitor as a separate process, we must explicitly encode each communication point

between the user program and the monitor, precisely describing the two evaluators’ interactions.

This insight is critical because, as we will see in the Chapter 5, we may encode each of these

verification strategies by varying this pattern of communication, allowing us to uniformly implement

multiple, interacting verification strategies in a unified framework. Without this separation, any

such encoding and interactions would be ad-hoc, forcing us to consider and specifically handle each

one.

This approach to complete monitor separation also applies to structural contracts, such as function

contracts. For example, consider verifying that a function’s input and output are each natural

numbers, using eager contract verification (wherein our “mon” form and “fun/c” contract combinator

take strategy parameters to describe verification behaviors, and B is an opaque blame value):

(mon (fun/c eager nat/c eager nat/c) eager (λ x. x − 10) B) 5 ⇒ raise B (27)

As we evaluate this expression, we see a series of reductions that are expressly verification re-

ductions; that is, reductions that have no impact on the program except to verify its contracts.
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5 + mon nat/c (1 + 2)

5 + mon nat/c 3

5 + if nat? 3 then 3 else raise

5 + if nat? 3 then 3 else raise

5 + 3

5 + 3

5 + mon nat/c (1 + 2)

5 + seq (write (1 + 2)) read (λ v. if nat? v then (write v) else (write raise)) read

(λ v. if nat? v then (write v) else (write raise)) read5 + seq (write 3) read

(λ v. if nat? v then (write v) else (write raise)) 3

write 35 + read

5 + 3

8

Figure 3.1. Separating an eager, flat contract into a pattern of communication. (We take
nat? to mean λ x. x ≥ 0 to simplify our presentation.) The first image depicts a single evalu-
ator indicating the different evaluation components of a software contract system, where we
color the user components in red and the software contract system component in blue .
The second image depicts the same verification with explicit interactions between the user
program and a separate, monitoring evaluator.
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Consider the trace given in the top half of Figure 3.2, where we highlight these reductions in blue 1:

each highlighted point in the evaluation, the contract system interrupts the user portion of the pro-

gram in order to verify a contract, returning control to the user program only after completing

verification. In this example, this interaction occurs as follows:

• First, the function monitor creates a contracted version of the function.

• Next, the monitoring expression “mon eager nat/c 5 (invert B)” ensures “5” is a natural number

(and modified blame to appropriately indicate the function’s input, and not the function itself,

is responsible in the case of the contract violation), suspending the user program while checking

this contract.

• After this contract verification, the user program proceeds with “((λ x. x − 10) 5).”

• Finally, the post-condition monitor attempts to verify that “-5” is a natural number, raising

an error when the evaluator detects the contract violation.

If we explicitly model these evaluators, separating out the monitoring portion of the program from

the user portion, we arrive at the derivation in the bottom half of Figure 3.2, where we can see

the evaluator interactions and suspension in each case. As in our last example, we have multiple

evaluators each verifying its own contract.

3.3.2. Multi-Strategy Verification as Patterns of Communication

Separating the monitoring evaluators from the user program exposes contract verification as a

pattern of communication between processes, and this communication-based interpretation for con-

tract monitors may be extended to other verification strategies. For example, consider semi-eagerly

verifying that “-1” is a natural number in two programs, where the first does not use the verification

result:

let x = mon semi nat/c -1 B in 10

⇒let x = delay (... check contract ...) in 10

⇒10

(28)

1We make the assumption that contracts are applied to the subject term and blame information to proceed with
verification. As we will see later, this assumption leads to direct combinator definitions.

32



(mon (fun/c eager nat/c eager nat/c) eager (λ x. x − 10) B 5

⇒ ((fun/c nat/c eager nat/c eager) (λ x. x − 10) B) 5

⇒ (λ x. mon nat/c eager ((λ x. x − 10) (mon nat/c eager x (invert B))) B) 5

⇒ mon nat/c eager ((λ x. x − 10) (mon nat/c eager 5 (invert B))) B

⇒ mon nat/c eager ((λ x. x − 10) (nat/c 5 B̄)) B

⇒ mon nat/c eager ((λ x. x − 10) (if nat? 5 then 5 else raise B̄)) B

⇒ mon nat/c eager ((λ x. x − 10) 5) B

⇒ mon nat/c eager (5 − 10) B

⇒ mon nat/c eager -5 B

⇒ nat/c -5 B

⇒ if nat? -5 then -5 else raise B

⇒ raise B

(mon (fun/c nat/c eager nat/c eager) eager (λ x. x − 10) B 5

⇒ (read ι0) 5
| write ι0 (mon (fun/c nat/c eager nat/c eager) eager (λ x. x − 10) B)

⇒ (λ x. mon nat/c eager ((λ x. x − 10) (mon nat/c eager x (invert B))) B) 5

⇒ mon nat/c eager ((λ x. x − 10) (mon nat/c eager 5 (invert B))) B

⇒ mon nat/c eager ((λ x. x − 10) (read ι1)) B | write ι1 (nat/c 5 B̄)

⇒ mon nat/c eager ((λ x. x − 10) (read ι1)) B | write ι1 (if nat? 5 then 5 else raise B̄)

⇒ mon nat/c eager ((λ x. x − 10) 5) B

⇒ mon nat/c eager (5 − 10) B

⇒ mon nat/c eager -5 B

⇒ (read ι2) | write ι2 (nat/c -5 B)

⇒ (read ι2) | write ι2 (if nat? -5 then -5 else raise B)

⇒ raise B

Figure 3.2. Separating an eager, function contract into a pattern of communication. We
take invert to indicate blame inversion [36], use B̄ to indicate the inverted blame value, and
directly encode communication channels ι (defined in Chapter 4) for communication. The
first trace depicts a single evaluator, with the verification reductions highlighted in blue .
The second trace depicts verification with separate evaluators, where we use the “ | ” symbol
to delineate evaluators.
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let x = mon semi nat/c -1 B in x + 10

⇒ let x = delay (... check contract ...) in x + 10

⇒ (read ι) + 10 | write ι (nat/c -1 b)

⇒∗(raise B) + 10

⇒ raise B

(29)

We have taken delay here to serve as a delaying operation to allow us to avoid evaluating the

semi-eager contract until its use. As described in the previous chapters, semi-eager verification

ensures we do not verify contracts on unused values, and thus, in the first example, reducing “let”

eliminates this delayed contract and the contract is never verified.

Notice how semi-eager verification compares to our previous, eager examples: in semi-eager verifi-

cation, we delay creating the verification process until the delayed expression occurs in a forcing

position. Once it does, however, we create the appropriate monitoring evaluator and perform verifi-

cation while the user program awaits the result. Each strategy we have seen so far follows this style

of variation: the monitoring form subverts the user program, establishing an appropriate pattern

of communication to produce the desired verifier interactions.

This collection of insights about the core nature of contract verification situates us to begin construc-

tion of a multi-strategy contract verification system built using interacting processes to produce

a wide range of strategy behaviors. To this end, we must define a language that supports these

features.
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C H A P T E R 4

λπ
cs: A Language for Implementing Runtime Verification

as Patterns of Communication

synopsis
Thus far, we have explored contract verification strategies and introduced the notion of

separating verification into additional processes that interact with the user program. To

introduce formal semantics for this approach, we need a calculus with facilities to serve

as a starting point for these encodings. In this chapter, we introduce λπ
cs, a variant of

Concurrent ML with additional facilities that will serve as the foundation of our strategy

encodings (§4.2) and prove type safety for the core language (§4.3).

The previous chapter hinted at the tools we need for encoding contract verification as patterns of

communication in a unified system: we require multiple processes, inter-process communication,

errors with propagation, and delayed expressions with a forcing mechanism.

In this chapter, we introduce λπ
cs, a variant of Concurrent ML [55, 74, 75] with multiple processes

and a concurrent evaluation relation that will serve as a basis for our contract (and general runtime)

verification framework. We present the static portion (sans types) of this language in Figure 4.1

and the dynamic portion in Figure 4.2; we define the type system in §4.3 at end of the chapter.

4.1. The Basics of the λπ
cs Calculus

Our λπ
cs calculus is, in general, unremarkable: as with most modern languages, our calculus supports

process creation and communication events, raising and catching errors, and delaying and forcing

individual terms in the usual way. These are common features in most modern languages, and, as a

result, the contract framework we present in the next chapter is a highly-portable implementation.

At its core, λπ
cs includes a term language e with values v, a term reduction relation “→”, a con-

text-based reduction relation “ 7−→” that works with evaluation contexts D and E (where D ⊆ E),

and a concurrent reduction relation “⇒”. The concurrent evaluation relation extends “ 7−→” to a
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Syntax
Exprs e := x | v | e e | if e then e else e

| e binop e | unop e | (e, e) | fst e | snd e
| case (e; x▷ e; x▷ e) | inl e | inr e
| force e | raise e | catch e e
| spawn e | spawnf e | chan | read e | write e e
| mon e e e e

Values v := λ x. e | ι | delay e | (v, v) | inl v | inr v
| n | true | false | unit | B | s

Strategies s := eager | semi | promise | · · ·

D-Contexts D := □ | D e | v D | if D then e else e
| D binop e | v binop D | unop D
| (D, e) | (v,D) | fst D | snd D
| case (D; x▷ e; x▷ e) | inl D | inr D
| force D | raise D | catch D e
| chan | read D | write D e | write v D
| mon D e e e | mon v D e e | mon v v e D

E-Contexts E := D | D[E ] | catch v E

ProcId π ∈ N
Process proc = ⟨ei⟩πi

Proc. Set P ∈ Fin(proc)

Proc. Decomp. P + ⟨e⟩π ≡ P ∪ {⟨e⟩π}

Proc. Config. K,T, P K ∈ Fin(channel names)
T ∈ Fin(process ids)

Figure 4.1. Syntax definitions for λπ
cs.

finite set of processes (i.e., terms with associated process identification numbers) and introduces

reductions to handle channel creation, process creation, and process communication.

4.2. Language Features

In this section, we present λπ
cs in detail, discussing the extended features in detail in preparation

for defining our monitoring framework.

4.2.1. Term Language Features

The term language e contains a number of standard operations [73]. We define these operations

in the usual way, introducing a term reduction relation “→” to perform subject reductions and a

context-level reduction relation “7−→” to lift these subject reductions to the evaluation contexts D
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Dynamic Semantics
e → e′

(λ x. e) v → e[v/x]
if true then e1 else e2 → e1
if false then e1 else e2 → e2
v1 binop v2 → v where δ(binop, v1, v2) = v
unop v′ → v where δ(unop, v′) = v
case (inl v; x1 ▷ e1; x2 ▷ e2) → e1[v/x1]
case (inr v; x1 ▷ e1; x2 ▷ e2) → e2[v/x2]
force (delay e) → e
force v → v where v ̸= delay e
catch v1 v2 → v2
catch v1 (raise v2) → v1 v2

e 7−→ e′

e → e′

E [e] 7−→ E [e′] E [D[raise v2]] 7−→ E [raise v2]

e1
ι
⌢
⌣ e2 with (e′1, e

′
2)

write ι v
ι
⌢
⌣ read ι with (unit, v)

e1
ι
⌢
⌣ e2 with (e′1, e

′
2)

e2
ι
⌢
⌣ e1 with (e′2, e

′
1)

Notation
P + ⟨e⟩π ≈ P ⊎ ⟨e⟩π

K,T, P ⇒ K ′, T, P ′

e 7−→ e′

K,T, P + ⟨e⟩π ⇒ K,T, P + ⟨e′⟩π

π′ /∈ dom(P )

K,T, P + ⟨E [spawn e ]⟩π ⇒ K,T, P + ⟨E [unit]⟩π + ⟨e⟩π′

π′ /∈ dom(P )

K,T, P + ⟨E [spawnf e ]⟩π ⇒ K, T ∪ {π′}, P + ⟨E [unit]⟩π + ⟨e⟩π′

ι /∈ K

K,T, P + ⟨E [chan]⟩π ⇒ K ∪ {ι}, T, P + ⟨E [ι]⟩π

e1
ι
⌢
⌣ e2 with (e′1, e

′
2) ι ∈ K

K,T, P + ⟨E1[e1]⟩π1 + ⟨E2[e2]⟩π2 ⇒ K,T, P + ⟨E1[e′1]⟩π1 + ⟨E2[e′2]⟩π2

Figure 4.2. Dynamic semantics for λπ
cs.
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and E. These reduction relations also include operators to raise and catch errors and to delay and

force expressions, which we now explain in depth as each plays a critical role in encoding verification

strategies in the next chapter.

Raising and Catching Errors. In order to construct contracts that report errors, we require

error-signalling facilities. To this end, we introduce “raise” and “catch” in λπ
cs, which allow us to

signal errors (via “raise”) and catch and handle them (via “catch”). To simplify our type system, we

specialize these operators to blame values B, which are opaque tuples of blame information in the

style of Dimoulas et al. [27]. Raising an error escapes the surrounding program context, excluding

handlers (i.e., D contexts):

((λ x. x + 10)(raise B + 100)) →∗ raise B

As expected, the “catch” operation uses a handler expression to process errors, yielding values

instead.
catch (λ x. 5) (100 + (if even? 5 then 5 else raise B))

7−→ catch (λ x. 5) (raise B)

7−→ (λ x. 5) B

7−→ 5

In this example, the error in the alternative branch of the “if” expression propagates through the

addition expression before arriving at the catch form. The catch form then passes he blame value

B as an argument to the handler “λ x. 5,” which discards the argument and yields “5” as the

expression result.

Conversely, the evaluator discards the handler form if the term inside the catch expression termi-

nates with a value:

catch (λ x. 5) (if even? 4 then 4 else raise B)

7−→ catch (λ x. 5) 4

7−→ 4

In this example, the expression inside the handler completes with the value 4 and the handler yields

this as the final result.

In the next chapter, we will use “raise” and “catch” to signal and propagate contract errors.

Delaying and Forcing Expressions. The delay and force operations allow us to create thunk-like

objects [53], forcing their evaluation at a later point. Individual delayed expressions do not reduce
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outside of force operations:

delay (10 + 5) ̸7−→

As expected, the forcing form extracts and evaluates the delayed expression:

let x = delay (10 + 5) in (1 + 2) + force x

7−→ (1 + 2) + force (delay (10 + 5))

7−→ 3 + force (delay (10 + 5))

7−→ 3 + (10 + 5)

7−→∗ 18

In this example, we create a delayed expression “x” and later force it, trigger the evaluation of

“(10 + 5)” in the body of the let expression.

Finally, observe that delayed expressions inhibit raising errors:

catch (λ x. 5) (delay (raise B)) 7−→ delay (raise B)

In the next chapter, we will use “delay” and “force” to postpone contract verification in the case of

semi-eager and promise-based verification strategies.

4.2.2. Process-Level Operations

The final feature of λπ
cs that we introduce is the process component, which lifts individual expressions

into a multi-process collection, providing rules for process creation, communication, and individual

process reduction. We define processes in λπ
cs via process identification numbers π such that ⟨e⟩π

is a process. Next, we define process configurations K,T, P as a three-tuple:

• K is a set of channel names used in the configuration

• T is a termination set of process identification numbers, indicating the processes that need to

complete for a configuration to be considered an answer configuration, defined as:

Definition 4.1 (Answer Configuration). A process configuration K,T, P is an answer config-

uration if, for each π ∈ T , ⟨e⟩π ∈ P and e ̸7−→.

We will use this definition of answer configuration in Chapter 5 to determine when finally-con-

current verifiers are complete.

• P is the set of processes ⟨e⟩π in the configuration.

When convenient, we will elide K and T from our traces and write P + ⟨e⟩π to mean P ⊎ ⟨e⟩π to

simplify presentation.
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Process Reduction. As mentioned above, “⇒” extends “ 7−→” to process configurations K,T, P

such that any valid “ 7−→” reduction may be performed by an individual process:

K,T, {⟨catch f (10 + raise B)⟩π} ⇒ K,T, {⟨catch f (raise B)⟩π} ⇒ K,T, {⟨f B⟩π}

Furthermore, “⇒” is non-deterministic, and thus each of the following reductions are valid in λπ
cs:

K,T, {⟨10 + 20⟩π0 , ⟨20 + 30⟩π1} ⇒ K,T, {⟨30⟩π0 , ⟨20 + 30⟩π1} ⇒ K,T, {⟨30⟩π0 , ⟨50⟩π1}

K,T, {⟨10 + 20⟩π0 , ⟨20 + 30⟩π1} ⇒ K,T, {⟨10 + 20⟩π0 , ⟨50⟩π1} ⇒ K,T, {⟨30⟩π0 , ⟨50⟩π1}

Each of these reductions is valid in λπ
cs, and we will use this behavior later to provide “best-effort”

checking.

Finally, observe that processes continue to exist in the configuration after evaluation: if a process

terminates in some value v, it will remain in the process set without further reduction:

K,T, {⟨unit⟩π, ⟨2 + 3⟩π′} ⇒ K,T, {⟨unit⟩π, ⟨5⟩π′} ̸⇒

This process behavior allows us to use monotonicity arguments in proving type safety in §4.3.

Process Creation. We add new processes to a configuration with the “spawn” operation1:

K,T, {⟨seq (spawn e ) e2⟩π} ⇒ K,T, {⟨seq unit e2⟩π, ⟨e⟩π
′}

To create a new process, we allocate a unique process identification number and add the process

to the process configuration. If, however, we create the process spawnf , we add its process iden-

tification number to the termination set T , ensuring the process will run to completion before

considering the configuration an answer configuration:

K, {π0}, {⟨seq (spawn (10 + 5) ) 2⟩π0}
⇒ K, {π0}, {⟨seq unit 2⟩π0 , ⟨10 + 5⟩π1}
⇒ K, {π0}, {⟨2⟩π0 , ⟨10 + 5⟩π1} Answer Configuration

(30)

K, {π0}, {⟨seq (spawnf (10 + 5) ) 2⟩π0}
⇒ K, {π0, π1}, {⟨seq unit 2⟩π0 , ⟨10 + 5⟩π1}
⇒ K, {π0, π1}, {⟨2⟩π0 , ⟨10 + 5⟩π1}
⇒ K, {π0, π1}, {⟨2⟩π0 , ⟨15⟩π1} Answer Configuration

(31)

In the first example, “spawn” creates π1, which does not add its process identification number to T ,

and so we consider the configuration complete when the process π0 finishes. In the second example,

however, “spawnf”’ adds π1 to T , and thus process π1 runs to completion before the configuration
1We use “seq” to mean “λ x y. y” and “let x = e1 in e2” to mean “(λ x. e2) e1”; we also use their extended,
multi-argument forms in the usual way.
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is complete. This difference will play a role in defining our concurrent and finally-concurrent

verification strategies in the next chapter.

Process Communication. Processes may communicate across channels ι via the “read” and

“write” operators. We use “chan” to create a new channel, add it to K, and continues the pro-

gram with it:

K,T, {⟨let i = chan in seq (spawn (write i 10) ) (read i)⟩π}
⇒ K ⊎ {ι}, T, {⟨let i = ι in seq (spawn (write i 10) ) (read i)⟩π}
⇒ K ⊎ {ι}, T, {⟨seq (spawn (write ι 10) ) (read ι)⟩π}

We define inter-process communication in terms of matched events in Figure 4.2:

e1
ι
⌢
⌣ e2 with (e′1, e

′
2)

The matched event relation ensures that processes only communicate values, and that communica-

tion proceeds regardless of process order in P (since P is an unordered set).

When two processes have matched events, they may communicate as a reduction, wherein the

writer continues with unit and the reader continues with the written value:

K ⊎ {ι}, T, {⟨seq (spawn (write ι 10) ) (read ι)⟩π}
⇒∗ K ⊎ {ι}, T, {⟨read ι⟩π, ⟨write ι 10⟩π′}
⇒ K ⊎ {ι}, T, {⟨10⟩π, ⟨unit⟩π′}

Here, write ι 10 matches with read ι at line two as:

write ι 10
ι
⌢
⌣ read ι with (unit, 10)

After the reduction, the writing process continues with unit and the reading process continues with

10.

4.3. Types & Type Safety

Before we continue with defining contract verification in λπ
cs, we pause to prove type safety for this

language core. Our proof follows Reppy [74]—we present a type system for the term language, define

“well-formed” process configurations based on well-formed terms, and use process configuration

“evaluation traces” to define type safety for a process collection. We have also formalized much of

this chapter in Coq2.

2https://www.github.com/cgswords/dissertation
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4.3.1. Typing Rules

We begin with a term-level type system, presented in Figure 4.3, which follows standard conven-

tions [73]: we provide direct types for our built-in features, including base types, standard type

constructors, and blame types. Our type judgments include two environments:

• The Γ environment associates types with variables, and we use it in the standard way to

ensure arguments and bindings are correctly-typed.

• The ∆ environment associates types with channels across an entire process collection to ensure

well-typed communication.

Our type judgments are generally standard, but include the following anomalies:

• We include errors of the form raise e, typing them at any type (to allow them to occur anywhere

in an expression).

• We include a blame type for opaque blame values B, which are akin to ML’s exn types [67]

insofar as we only use blame to carry error information when an expression raises a contract

violation.

• We include a strat type as the type of verification strategies.

• The delay construct is unusually typed: to ease the return type of mon, we type a delayed

expression at its internal type; otherwise, we would need to parameterize mon’s return type

based on the input strategy, which would induce tracking verification strategies at the type

level and employing type-level meta-functions to determine the correct type structure in each

case, adding immense user complexity. Since real-world software contract systems occur pre-

dominantly in dynamically-typed languages [36, 37, 81], this simplification seems a practical

allowance. This allowance, however, means that we need to consider a class of well-typed but

irreducible, or unforced, terms, such as “(delay (λ x. e)) e′.” We formalize this situation as a

relation in Figure 4.4.

To type process configurations, we first define well-formed configurations:

Definition 4.2 (Well-Formed Configuration). A process configuration K,T, P is well-formed if

• for each process ⟨e⟩π,

– e contains no free variables,

– there is no e′ ̸≡ e such that ⟨e′⟩π ∈ P , i.e., each process in P is uniquely numbered,

• the set of terminating process ids T ⊆ dom(P );
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Type Definitions Judgments
Types τ := int | bool | blame | () | τ → τ | τ + τ | τ × τ

| chan τ | strat

Typ Envs. Γ := · | (x, τ),Γ
Chan Envs. ∆ := · | (ι, τ),Γ

Proc Types. ρ := · | (π, τ), ρ

Term Typing Judgments
Γ;∆ ⊢ e : τ

Γ(x) = τ

Γ;∆ ⊢ x : τ

Γ;∆ ⊢ e1 : τ1 → τ Γ;∆ ⊢ e2 : τ1
Γ;∆ ⊢ e1 e2 : τ

Γ;∆ ⊢ e1 : bool Γ;∆ ⊢ e2 : τ Γ;∆ ⊢ e3 : τ

Γ;∆ ⊢ if e1 then e2 else e3 : τ

Γ;∆ ⊢ e1 : τ → blame → τ Γ;∆ ⊢ e2 : strat Γ;∆ ⊢ e3 : τ Γ;∆ ⊢ e4 : blame
Γ;∆ ⊢ mon e1 e2 e3 e4 : τ

δτ (binop) = τ1 → τ2 → τ
Γ;∆ ⊢ e1 : τ1 Γ;∆ ⊢ e2 : τ2

Γ;∆ ⊢ e1 binop e2 : τ

δτ (unop) = τ1 → τ Γ;∆ ⊢ e : τ1
Γ;∆ ⊢ unop e : τ

Γ;∆ ⊢ e1 : τ1 Γ;∆ ⊢ e2 : τ2
Γ;∆ ⊢ (e1, e2) : τ1 × τ2

Γ;∆ ⊢ e : τ1 × τ2
Γ;∆ ⊢ fst e : τ1

Γ;∆ ⊢ e : τ1 × τ2
Γ;∆ ⊢ snd e : τ2

Γ;∆ ⊢ e : τ1 + τ2 (x1, τ1),Γ;∆ ⊢ e1 : τ (x2, τ2),Γ;∆ ⊢ e2 : τ

Γ;∆ ⊢ case (e; x1 ▷ e1; x2 ▷ e2) : τ

Γ;∆ ⊢ e : τ1
Γ;∆ ⊢ inl e : τ1 + τ2

Γ;∆ ⊢ e : τ2
Γ;∆ ⊢ inr e : τ1 + τ2

Γ;∆ ⊢ e : τ

Γ;∆ ⊢ force e : τ

Γ;∆ ⊢ e : blame
Γ;∆ ⊢ raise e : τ

Γ;∆ ⊢ e1 : blame → τ Γ;∆ ⊢ e2 : τ

Γ;∆ ⊢ catch e1 e2 : τ

Γ;∆ ⊢ e : τ

Γ;∆ ⊢ spawnf e : ()
Γ;∆ ⊢ e : τ

Γ;∆ ⊢ spawn e : () Γ;∆ ⊢ chan : chan τ

Γ;∆ ⊢ e : chan τ

Γ;∆ ⊢ read e : τ

Γ;∆ ⊢ e1 : chan τ Γ;∆ ⊢ e2 : τ

Γ;∆ ⊢ write e1 e2 : ()

(x, τ1),Γ;∆ ⊢ e : τ

Γ;∆ ⊢ λ x : τ1. e : τ1 → τ

∆(ι) = τ

Γ;∆ ⊢ ι : chan τ

Γ;∆ ⊢ e : τ

Γ;∆ ⊢ delay e : τ Γ;∆ ⊢ n : int

Γ;∆ ⊢ true : bool Γ;∆ ⊢ false : bool Γ;∆ ⊢ unit : () Γ;∆ ⊢ b : blame

Figure 4.3. Term-Language Typing Judgments for λπ
cs.
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Unforced Terms
unforced(e)

unforced((delay e) v) unforced(if (delay e) then e1 else e2)

unforced((delay e) binop e′) unforced(v binop (delay e))

unforced(unop (delay e)) unforced(fst (delay e)) unforced(snd (delay e))

unforced(case ((delay e); x1 ▷ e1; x2 ▷ e2)) unforced(raise (delay e))

unforced(mon (delay e) e2 e3 e4) unforced(mon v (delay e) e3 e4)

unforced(read (delay e)) unforced(write (delay e) e′)

unforced(e)
unforced(E [e])

Figure 4.4. Unforced terms due to misplaced delay expressions for λπ
cs.

• and the set of free channels FC(P ) ⊆ K.

The idea is that a process configuration is well-formed if each individual process contains a well-

formed expression, each process has a unique process identification number π, T contains only

process identification numbers for processes in P , and the associated channel list K contains all the

channels that occur in P .

We type processes with a map ρ from process ids π to associated types τ in a channel environment

∆ as:

Definition 4.3 (Process Typing). A well-formed configuration K,T, P has type ρ under channel

environment ∆, written

∆ ⊢ K,T, P : ρ

if:

• K ⊆ dom(∆)

• dom(P ) ⊆ dom(ρ)

• for each ⟨e⟩π ∈ P , · ,∆ ⊢ e : ρ(π)
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4.3.2. Proving Type Safety for λπ
cs

With our type system in place, we now prove type safety for λπ
cs. To prove type safety, we perform

the following steps:

(1) We define well-formed reductions for process configurations in terms of traces and computa-

tions.

(2) We show term-level type safety

(3) Finally, we extend term-level type safety to the configuration level via these traces and com-

putations.

To start, observe that well-formedness is closed under reduction:

Lemma 4.1 (Well-Formed Step). If K,T, P is well-formed under some ρ, ∆ and K,T, P ⇒

K ′, T ′, P ′, then there exist some ρ′, ∆′ such that ∆ ⊆ ∆′, ρ ⊆ ρ′, and ∆′ ⊢ K ′, T ′, P ′ : ρ′ (i.e.,

K ′, T ′, P ′ is well-formed).

Proof. By inversion on ⇒. □

Corollary 4.1 (Well-Formed Multistep). Lemma 4.1 extends for ⇒∗

Proof. By induction on the length of the evaluation sequence. □

Traces & Computations. To prove process-level type safety, we introduce the notion of traces [74]

to deal with the non-deterministic nature of ‘⇒’ in λπ
cs. We use π0 to indicate the process identifier

of the initial process in any given computation, and define traces as: We define traces as:

Definition 4.4 (Trace). A trace T is a (possibly infinite) sequence of well-formed configurations

T = ⟨K0, T0, P0;K1, T1, P1; · · · ⟩

such that Ki, Ti, Pi ⇒ Ki+1, Ti+1, Pi+1.

By Corollary 4.1, if K0, T0, P0 is well-formed, then any sequence of evaluation steps starting with

K0, T0, P0 is a trace. Next, we define the possible states of a process with respect to a configuration

as:

Definition 4.5 (Process States). Let P be a well-formed process set and let ⟨e⟩π ∈ P . The state

of π in P is either zombie, unforced, blocked, or ready, depending on the form of e:
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• if e ∈ v, then it is a zombie;

• if unforced(e), then it is unforced;

• if e = E[e0] and e0 = read ι or e0 = write ι v and there does not exist some ⟨E′[e′]⟩π′ ∈ P

with e0
ι
⌢
⌣ e1, then π is blocked in P ;

• otherwise, π is ready in P .

We define the set of ready processes as Ready(P ).

Next, we define that terminal configurations P as:

Definition 4.6 (Terminal Configuration). a configuration P is a terminal configuration if

Ready(P ) = ∅

We can see that any terminal configuration with only blocked processes is deadlocked in the usual

sense [20].

Now, we define computations which quantify over non-deterministic reductions:

Definition 4.7 (Computation). A computation is a maximal trace that is either infinite or is finite

and ends in a terminal configuration. If e is an expression, then we define the computations of e

to be:

Comp(e) = {T | T is a trace with K0 = ∅, T0 = {π0}, P0 = {⟨e⟩π0}}

Next, we define the set of trace processes, which describe each process created over the course of a

computation:

Definition 4.8 (Trace Processes).

Procs(T ) = {π | ∃Ki, Ti, Pi ∈ T with π ∈ dom(Pi)}

Finally, our non-deterministic reduction semantics forces us to define notions of convergence and

divergence relative to the computation of an expression.

Definition 4.9 (Convergence and Divergence). A process π ∈ Procs(T ):

• converges to a value v in T , written π ⇓T v, if K,T, P + ⟨v⟩π ∈ T ;

• is unforced in T if it evaluates to some expression e in T , written π ⇓T e, if K,T, P+⟨e⟩π ∈ T

and unforced(e);
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• converges to an error raise B in T , written π ⇓T raise B, if K,T, P + ⟨raise B⟩π ∈ T .

• diverges in T , written π ⇑T , if for every K,T, P ∈ T , with π ∈ dom(P ), π is ready or blocked.

Our divergence includes deadlocked processes, processes that enter infinite loops, and process which

the configuration does not evaluate enough to terminate. (We use this latter case to describe

“best-effort” contracts.)

Type Safety. Finally, we define type safety for term languages via progress and preservation [85],

abstracted over ∆:

Lemma 4.2 (Term Progress). If there exists ∆ such that · ,∆ ⊢ e : τ , then either:

• ∃e′, e 7−→ e′

• e ∈ v

• e = raise B, for some B

• unforced(e)

• or e is a process reduction.

Proof. Straightforward, by induction on e. We have formalized this proof in Coq. □

Lemma 4.3 (Term Preservation). If there exists ∆ and e′ such that · ,∆ ⊢ e : τ and e 7−→ e′, then

· ,∆′ ⊢ e′ : τ .

Proof. Straightforward, by induction on 7−→ (and therein, →). We have formalized this proof in

Coq. □

Next, we define preservation for process collections:

Lemma 4.4 (Concurrent Type Preservation). If a configuration is well-formed with K,T, P ⇒

K ′, T ′, P ′, and there exists ∆ such that ∆ ⊢ K,T, P : ρ, then there is some channel typing ∆′ and

process typing ρ′ such that:

• ∆ ⊆ ∆′

• ρ ⊆ ρ′

• ∆′ ⊢ K ′, T ′, P ′ : ρ′

• ∆′ ⊢ K,T, P : ρ′
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Proof (Sketch). The fourth property follows from the first three; the others proceed by induction

on K,T, P ⇒ K ′, T ′, P ′. □

Now, toward defining preservation for process configurations, we show that we can classify any

given expression:

Lemma 4.5 (Uniform Evaluation). If e is an expression with some trace T ∈ Comp(e) where

π ∈ Procs(T ), then either π ⇑T , π ⇓T v, π ⇓T raise v, π ⇓T e′ with unforced(e′), or Pi(π) is stuck

for some Ki, Ti, Pi ∈ T .

Proof (Sketch). This follows immediately from the definitions. □

Our next lemma states that any stuck, but not unforced term, is untypeable:

Lemma 4.6 (Untypeability of Wrong Configurations). If P (π) is irreducible and not unforced(e) in

a well-formed configuration K,T, P , then there are not some ∆, ρ such that · ,∆ ⊢ P (π) : ρ(π). In

other words, K,T, P is untypeable.

Proof (Sketch). We assume, toward a contradiction, that there are some ∆ and ρ that correctly

type P (π). Then P (π) = E[e′] for some E and e′, and it suffices to show that e′ is untypeable, which

is a contradiction. Our proof proceeds by induction on the possible structures of e′, demonstrating

that each redex is reducible if it is typeable, a contradiction since it this redex is stuck, and thus

the redex must not be typeable. □

Next, we show syntactic soundness by first demonstrating uniform evaluation, e.g., that every

program is in one of four states.

Theorem 4.1 (Syntactic Soundness). Let e be an expression with · , · ⊢ e : τ . Then for any

T ∈ Comp(e), π ∈ Procs(T ), with Ki, Ti, Pi the first occurrence of π in T , there exist ∆, ρ such

that

• ∆ ⊢ Ki, Ti, Pi : ρ

• ρ(π0) = τ

• and one of the following holds:

– π ⇑T

– π ⇓T v such that there exists ∆′,∆ ⊆ ∆′ and · ,∆′ ⊢ v : ρ(π)
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– π ⇓T raise B

– π ⇓T e′, unforced(e′) such that there exists ∆′,∆ ⊆ ∆′ and · ,∆′ ⊢ e′ : ρ(π)

Proof. The existence of ∆ and ρ follow from Lemma 4.4. By Lemma 4.5 (the uniform evaluation

lemma), we know that then either π ⇑T , π ⇓T v, π ⇓T raise v, π ⇓T e′ with unforced(e′), or Pi(π)

is stuck for some Kj , Tj , Pj ∈ T .

Assume toward a contradiction that π is stuck in Kj , Tj , Pj . By Lemma 4.1, Kj , Tj , Pj is well-

formed, and, by Lemma 4.6, it must be untypeable. But, since the configuration ∅, {π0}, ⟨e⟩π0 is

typeable, by Lemma 4.4, there is a ∆′, ρ′ such that ∆′ ⊢ Kj , Pj , Tj : ρ′, a contradiction. Thus π

cannot be stuck.

Otherwise, π ⇑T , π ⇓T v, π ⇓T raise v, or π ⇓T e′ with unforced(e′).

If π ⇑T or π ⇓T raise B, we are done (in the former case due to divergence and in the latter because

raise B is well-typed at any type).

If π ⇓T v, then let Kj , Tj , Pj ∈ T such that Pj(π) = v. By Lemma 4.9, there is some ∆′ and ρ′ such

that ∆ ⊆ ∆′ and ρ ⊆ ρ′ such that ∆′ ⊢ Pj : ρ
′. Since ρ ⊆ ρ′, ρ(π) = ρ′(π), and so · ,∆′ ⊢ v : ρ(π).

If π ⇓T e′, unforced(e′), then let Kj , Tj , Pj ∈ T such that Pj(π) = e′. By Lemma 4.9, there is some

∆′ and ρ′ such that ∆ ⊆ ∆′ and ρ ⊆ ρ′ such that ∆′ ⊢ Pj : ρ
′. Since ρ ⊆ ρ′, ρ(π) = ρ′(π), and so

· ,∆′ ⊢ v : ρ(π). □

Before stating soundness, we define evaluation of a process identification in a trace as

evalT (π) = v if P (π) ⇓T v

evalT (π) = e′ if P (π) ⇓T e′, with unforced(e′)
evalT (π) = wrong if P (π) ⇓T e, with e stuck.

Finally, we state soundness:

Theorem 4.2 (Soundness). If e is a program with · , · ⊢ e : τ , then for any computation T ∈

Comp(E) and any process ID π ∈ Procs(T ):

(a) If evalT (π) = v and Ki, Ti, Pi is the first occurrence of π in T , then for any ∆, ρ such that

∆ ⊢ Ki, Ti, Pi : ρ and ρ(π0) = τ , then there exists ∆′,∆ ⊆ ∆′ such that · ,∆′ ⊢ v : ρ(π)

(b) If evalT (π) = e′ with unforced(e′) and Ki, Ti, Pi is the first occurrence of π in T , then for

any ∆, ρ such that ∆ ⊢ Ki, Ti, Pi : ρ and ρ(π0) = τ , then there exists ∆′,∆ ⊆ ∆′ such that

· ,∆′ ⊢ e′ : ρ(π)
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(c) evalT (π) ̸= wrong

Sketch. The proof follows directly from Theorem 4.1 and the definition of eval. □

Summary. We have now introduced λπ
cs and proven type safety. In the next chapter, we turn

our attention to encoding contract verification strategies as patterns of communication in a unified

framework build on top of this λπ
cs calculus.
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C H A P T E R 5

Contracts as Patterns of Communication

synopsis
With our λπ

cs calculus in place, we may use its concurrency facilities to define contract

verification as patterns of communication. In this chapter, we define a series of contract

combinators (§5.1); encode the eager, semi, promise, concurrent, and fconc strategies

in λπ
cs (§5.2-5.6); discuss additional verification strategies in this context (§5.7); and use

these definitions to explore advanced contract verification techniques (§5.8).

In the last chapter, we introduced λπ
cs, a calculus with concurrency and communication facilities

based on Concurrent ML [55, 74, 75]. Using this language, we now define a contract verification

framework to provide multiple monitoring strategies in a single, unified system, expressing each

in terms of the λπ
cs primitives. Before we establish these definitions, however, we pause to define

contract combinators in λπ
cs in order to define contracts that characterize these distinct verification

behaviors.

5.1. Contract Combinators in λπ
cs

We begin with defining the pred/c, pair/c, and fun/c contract combinators. For our presentation in

λπ
cs, we diverge from the expression-form combinator structures we used in Chapter 2: our aim is to

make a general, flexible verification framework, which is at odds with fixing the shape and structure

of contract combinators as part of the core syntax. To avoid this problem, we now introduce an

alternative, spartan definition of software contracts:

Definition 5.1 (Software Contract in λπ
cs). A contract c is a procedure with type signature

τ → blame → τ that takes a value v (at type τ) and a set of blame information B, that, when

applied, either yields a new expression v′ (also at type τ) or raises an error.
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This definition is intentionally permissive: in order to ensure that each verification strategy is

contract-agnostic, we treat contracts as “black box” verifiers that we apply directly to the monitored

term.

Using this definition of software contracts, we can define our combinators as higher-order functions

that produce “contract-shaped” procedures. To start, we define pred/c, the predicate contract

combinator, as:

pred/c ∆
= λ pred. λ val blame. if pred val then val else raise blame (32)

The pred/c contract combinator take a predicate and produces a contract-shaped procedure that

verifies that the predicate holds for its input. As in Chapter 2, the contract either yields the original

value (if the predicate holds) or raises the appropriate error (if it does not).

Our pair/c combinator in λπ
cs follows this same definition structure, including additional parameters

to allow contract definitions to specify which strategy to use for each of their subcontracts:

pair/c ∆
= λ con1 strat1 con2 strat2.

λ pair blame.(mon con1 strat1 (fst pair) blame),

mon con2 strat2 (snd pair) blame)

(33)

When a monitor verifies a pair/c contract, the pair-contract procedure asserts con1 on the first

element of the pair using strat1 and con2 on the second element of the pair using strat2. As we

will see in the next sections, these additional arguments provide programmers with precise control

over the verification strategy for each subcontract.

Our fun/c combinator mirrors our pair/c definition, accepting pre- and post-condition subcontracts

and their associated strategies:

fun/c ∆
= λ con1 strat1 con2 strat2.

λ func blame.

λ x. mon con2 strat2 (func (mon con1 strat1 x (invert blame))) blame

(34)

This definition adopts the same function verification tactic as in Chapter 2: enforcing the resultant

contract on a procedure produces a new, contracted variant of the procedure to “stand in” for the

original. When applied, this contracted variant checks the first contract, or pre-condition, on each

input, and checks the second contract, or post-condition, on each of func’s results [36, 79]. In this

revised definition, however, we verify the pre-condition con1 and post-condition con2 using their

associated strategies strat1 and strat2 (respectively). The invert operator performs blame inversion
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in the usual way [27, 36], ensuring the procedure’s context will be blamed if the function input

violates its contract.

With these combinators in place, we turn our attention to the contract monitoring strategies de-

scribed in Chapter 2, providing semantic definitions for each in terms of λπ
cs.

5.2. Eager Contract Verification—Interrupting the User Evaluator

We begin with eager contract verification, where each contract is completely verified at assertion

time. Following Chapter 3, we model this verification as two, interacting evaluators: the standard,

“user” evaluator and a secondary, “monitoring” evaluator which performs the contract verification

and reports the result.

To model eager verification in this multi-process context as a pattern of communication, we utilize

the communication structure outlined in Chapter 3, wherein the initiating process:

(EU1) creates a new communication channel ι (via chan);

(EU2) spawns a monitoring process that will receive the monitored term, evaluate the contract,

and communicate the result via ι;

(EU3) provides the (evaluated) subject value to the monitoring process across ι;

(EU4) and retrieves the result from the monitoring process across ι and handles them (as ex-

plained below).

Dually, the monitoring process:

(EM1) receives the subject value v across ι;

(EM2) runs contract c on the value with the provided blame information;

(EM3) examines the verification result, injecting values to the right and, similarly, injecting

contract errors to the left (via catch);

(EM4) and writes the injected value across ι to the user process.

We present this interaction in Figure 5.1, with the monitoring process colored blue . These two

evaluators synchronize at (EU3, EM1), to communicate the subject value to the monitoring process,

and again at (EU4, EM4), to communicate the verification result. Because read is blocking, the

user process will wait at (EU4) until the monitor completes, replicating the evaluator-interrupting

behavior we describe in §2.2. Recall that the mon language form accepts, as input, the contract

to verify, the strategy describing how verification should proceed, the expression to check it on,
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mon nat/c eager (2 + 3) B

seq (write ι (2 + 3)) (conres (read ι))

seq (write ι 5) (conres (read ι)) write ι (catch inl (inr (nat/c (read ι) B)))

write ι (catch inl (inr (nat/c 5 B)))

write ι (catch inl (inr 5))

write ι (inr 5)conres (read ι)

conres (inr 5)

5

Figure 5.1. Checking nat/c with eager.

and blame information. Note, however, that we do not evaluate the monitored term as part of

“mon”: our evaluation contexts presented in Figure 4.1 only evaluate the contract, strategy, and

blame expressions, allowing each strategy to individually control when to evaluate the term. Using

our mon form, we now encode the eager verification strategy in λπ
cs, following the interactions

described above:

Definition 5.2 (Eager Verification as a Pattern of Communication).

mon con eager exp B → let i = chan
in seq

(spawn (write i (catch inl (inr (con (read i) B)))) )

(write i exp)

(conres (read i))

As indicated by (EM4), we use the conres helper to interpret the monitor result in the initiating

process; we define this helper procedure as follows:

Definition 5.3 (The conres helper procedure).

conres ∆
= λ x. case (x; y ▷ raise y; z ▷ z)
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If the verifier left-injects the value (indicating a contract violation), we re-raise the error in the

process expecting the contract result, and, similarly, if the verifier right-injects it (indicating that

mon did not raise an error), we return it to the process1.

5.2.1. Predicate Monitoring with Eager Verification

To demonstrate verification structure in action, consider checking the predicate contract nat/c (again

defined as “pred/c (λ x. x ≥ 0)”):

{⟨1 + mon nat/c eager e B⟩π0}

⇒∗ {⟨1 + (seq (spawn (write ι (catch inl (inr (nat/c (read ι) B)))) )

(write ι e)

(conres (read ι))⟩π0

⇒∗ {⟨1 + (seq (write ι e) (conres (read ι))⟩π0

, ⟨write ι (catch inl (inr (nat/c (read ι) B)))⟩π1}

⇒∗ {⟨1 + (seq (write ι v) (conres (read ι))⟩π0

, ⟨write ι (catch inl (inr (nat/c (read ι) B)))⟩π1}

⇒∗ {⟨1 + (conres (read ι))⟩π0

, ⟨write ι (catch inl (inr (nat/c v B)))⟩π1}

In this example, the user process (π0) creates a verification process (π1) at line 2, evaluates the

monitored term in the user process, sends this value to the monitoring process (line 4), and,

finally, performs a blocking read to retrieve the verification result. When v = 5, this verification

computation ensures that 5 is a natural number, right-injects the result, and writes it across the

communication, ultimately yielding 6 as the user program result:

⇒∗ {⟨1 + (conres (read ι))⟩π0 , ⟨write ι (catch inl (inr (nat/c 5 B)))⟩π1}

⇒∗ {⟨1 + (conres (read ι))⟩π0 , ⟨write ι (inr 5)⟩π1}

⇒∗ {⟨1 + (conres (inr 5))⟩π0 , ⟨unit⟩π1}

⇒∗ {⟨6⟩π0 , ⟨unit⟩π1}

Similarly, when v = -1, this computation detects the contract violation, left-injects the blame

information (signaling a contract error), and reports this left-injected blame value to conres in the

1If, for some reason, a monitor causes a secondary error to occur, such as by violating a different contract as part of
its verification, the mon/conres mechanism also ensures this error is properly propagated to the initiating evaluator.
Our pair contract example later in this section utilizes this behavior to propagate a subcontract violation.
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{⟨fst (mon nat-pair/ceager eager (5, -1) B)⟩π0}
⇒∗ {⟨fst (conres (read ι))⟩π0

, ⟨write ι (catch inl (inr (nat-pair/ceager (5, -1) B)))⟩π1}
⇒∗ {⟨fst (conres (read ι))⟩π0

, ⟨write ι (catch inl (inr (mon nat/c eager (fst (5, -1)) B
,mon nat/c eager (snd (5, -1)) B)

))⟩π1

⇒∗ {⟨fst (conres (read ι))⟩π0

, ⟨write ι (catch inl (inr (5,mon nat/c eager (snd (5, -1)) B)))⟩π1

, ⟨unit⟩π2}
⇒∗ {⟨fst (conres (read ι))⟩π0

, ⟨write ι (catch inl (inr (5, conres (read ι2))))⟩π1

, ⟨unit⟩π2 , ⟨write ι2 (catch inl (inr (nat/c -1 B)))⟩π3}
⇒∗ {⟨fst (conres (read ι))⟩π0

, ⟨write ι (catch inl (inr (5, conres (inl B))))⟩π1

, ⟨unit⟩π2 , ⟨unit⟩π3}
⇒∗ {⟨fst (conres (read ι))⟩π0 , ⟨write ι (catch inl (inr (5, raise B)))⟩π1 , ⟨unit⟩π2 , ⟨unit⟩π3}
⇒∗ {⟨fst (conres (read ι))⟩π0 , ⟨write ι (inl B)⟩π1 , ⟨unit⟩π2 , ⟨unit⟩π3}
⇒∗ {⟨fst (conres (inl B))⟩π0 , ⟨unit⟩π1 , ⟨unit⟩π2 , ⟨unit⟩π3}
⇒∗ {⟨raise B⟩π0 , ⟨unit⟩π1 , ⟨unit⟩π2 , ⟨unit⟩π3}

Figure 5.2. Enforcing nat-pair/ceager on the pair (5, -1).

initiating process, raising an error in π0:

⇒∗ {⟨1 + (conres (read ι))⟩π0 , ⟨write ι (catch inl (inr (nat/c -1 B)))⟩π1}

⇒∗ {⟨1 + (conres (read ι))⟩π0 , ⟨write ι (catch inl (raise B))⟩π1}

⇒∗ {⟨1 + (conres (read ι))⟩π0 , ⟨write ι (inl B)⟩π1

⇒∗ {⟨1 + (conres (inl B))⟩π0 , ⟨unit⟩π1}

⇒∗ {⟨raise B⟩π0 , ⟨unit⟩π1}

In each case, the user process performs steps (EU1)–(EU4), suspending its computation and awaiting

the verification result, while the monitoring process performs (EM1)–(EM4), communicating the

contract result to the user process. Taken together as a pattern of communication, this interaction

models our eager contract verification behavior.

5.2.2. Pair and Function Contracts with Eager Verification

Recall that eager monitors may “over-evaluate” their input, detecting and signaling contract viola-

tions for unused values. In faithfully recreating eager monitoring, we have preserved this property.
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For example, we may define and verify an eager variation of nat-pair/c from Chapter 2 using our

revised pair/c operation as:

nat-pair/ceager ∆
= pair/c nat/c eager nat/c eager (35)

Now, we consider evaluating

fst (mon nat-pair/ceager eager (5, -1) B)

We give a trace in Figure 5.2. This interaction results in an error in the user process (π0) because

-1 is not a natural number, and the monitor reports this verification result, ultimately re-raising

the error in the user process via conres. Notice that there are three monitoring evaluators in our

trace: the monitoring evaluator checking nat-pair/ceager (π1), the evaluator checking nat/c on the

first element of the pair (π2), and the evaluator checking nat/c on the second element of the pair

(π3). This separation and interaction mirrors our previous description of eager checking: at each

level, the initiating evaluator writes a value across a channel and awaits the monitoring evaluator’s

result. Using the raise and catch infrastructure at each monitoring process allows us to propagate

blame errors to the initiating process.

Function contracts proceed similarly, but without the nesting monitors. Using our revised fun/c
combinator, we may define a function contract as:

nat-fun/ceager ∆
= fun/c nat/c eager nat/c eager (36)

For function contracts, the user portion of the program performs the function application be-

tween checking the pre- and post-condition, explicitly evaluating the application in the user pro-

cess before verifying the post-condition contract. To illustrate this behavior, consider monitoring

nat-fun/ceager on “λ x. 1”, which follows the trace given in Figure 5.3. As evaluation proceeds,

the term

((λ x. 1) (mon nat/c eager 5 (invert B)))

occurs in the user process, triggering the pre-condition check while the post-condition check awaits

the function result. After verifying the pre-condition, the user evaluator performs the actual

function application “(λ x. 1) 5”.

5.2.3. Embedding Findler and Felleisen [36] into λπ
cs

Our goal in this work is to construct a single, unified framework for contract semantics, a sort of

“assembly language” target for recreating, understanding, and comparing these semantics and, more
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{⟨(mon nat-fun/ceager eager (λ x. 1) B) 5⟩π0}
⇒∗{⟨(λ x. mon nat/c eager (λ x. 1) (mon nat/c eager x (invert B)) B) 5⟩π0

, ⟨unit⟩π1}
⇒∗{⟨mon nat/c eager (λ x. 1) (mon nat/c eager 5 (invert B)) B⟩π0}
⇒∗{⟨seq (write ι ((λ x. 1) (mon nat/c eager 5 (invert B)))) (conres (read ι))⟩π0

, ⟨write ι (catch inl (inr (nat/c (read ι) B)))⟩π2}
⇒∗{⟨seq (write ι ((λ x. 1) (conres (read ι′)))) (conres (read ι))⟩π0

, ⟨write ι (catch inl (inr (nat/c (read ι) B)))⟩π2

, ⟨write ι′ (catch inl (inr (nat/c 5 (invert B))))⟩π3}
⇒∗{⟨seq (write ι ((λ x. 1) 5)) (conres (read ι))⟩π0

, ⟨write ι (catch inl (inr (nat/c (read ι) B)))⟩π2}
⇒∗{⟨seq (write ι 1) (conres (read ι))⟩π0

, ⟨write ι (catch inl (inr (nat/c (read ι) B)))⟩π2}
⇒∗{⟨1⟩π0 , ⟨unit⟩π1 , ⟨unit⟩π2 , ⟨unit⟩π3}

Figure 5.3. Enforcing nat-fun/ceager on the function (λ x. x) with input 5, eliding process
of the form ⟨unit⟩π except in the last step.

generally, runtime verification. To this end, we take a moment to perform a sort of sanity check by

proving that eager runtime verification in λπ
cs simulates the runtime verification mechanisms of the

λCON calculus presented by Findler and Felleisen [36] (given in Figure A.1), up to alpha-equivalence

and unit elimination. (The below is only a sketch of the proof; we give the full proof in Appendix A.)

First, we simplify the language λCON as follows: we remove list and fixpoint operations (since

neither are relevant to the discussion) and, more importantly, their outer val rec form, defined as

follows (wherein Findler and Felleisen [36] also define evaluation contexts such that the recursive

bindings are evaluated before the form’s body):

p = d · · · c
d = val rec x : c = c

Our simulation works via three translation relations from λCON to λπ
cs, defined as “⇝”, “→→e”,

and “→→v” in Appendix A as Figure A.2 and Figure A.3. This translation relies on one additional

modification to λCON : Findler and Felleisen [36] use their language’s if operation to perform pred-

icate contract verification, and we must be able to identify when such an expression is a contract

verification expression (as opposed to a conditional expression in the user program portion) so that

we can extract it into a separate process. In order to distinguish between conditionals that are part
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of contract verification (e.g., if contract value then value else error) from other if expressions, we

“recolor” the if expressions to indicate their origin:

• We color each if expression that originates in the user program with ◦, indicating it is part of

the user program.

• We modify the reduction relation “→” in λCON to produce if• forms for contract verification:

C[V contract(V2),p,n] −→ C[if• V2 (V ) then V else blame(p)]

Evaluation for both if◦ c then c else c and if• c then c else c otherwise proceed as if c then c else c in

λCON , and now our translation can determine which if expressions are part of contract enforcement

in order to correctly translate them into λπ
cs.

Using this recoloring, we define the “⇝” operator to relate a term c with an expression e, a set of

new channels K, and a set of processes P , where the translated expression will fill process π0, using

“→→e” and “→→v” as helper relations to translate terms and values in λCON into equivalent term-level

expressions in λπ
cs respectively.

Using this translation, we state the main embedding theorem:

Lemma 5.1 (Embedding Reduction). If c ∈ λCON such that · ⊢ c : t (that is, c is well-typed),

c −→ c′, and c ⇝ (K, P, e) and c′ ⇝ (K ′, P ′, e′), then K, {π0}, {⟨e⟩π0}+P ⇒∗ K ′′, {π0}, P ′′

such that K ′′, {π0}, P ′′ =α,unit K ′, {π0}, {⟨e′⟩π0}+ P ′.

Proof. (sketch). The proof proceeds by induction on −→, such that, if c −→ c′, then its trans-

lation e will reduce to e′ in zero or more steps using the ⇒ reduction. The crux of the transla-

tion hinges on differentiating between contract-checking conditional terms and other conditional

branching operations, using our recolored if expressions to ensure we correctly translate contract

verification forms as contract monitoring structures. □

Next, we state the embedding theorem as:

Theorem 5.1 (Embedding Correctness). If c ∈ λCON such that · ⊢ c : t, c −→∗ V , c ⇝ (K, P, e),

and V →→v v, then K, {π0}, {⟨e⟩π0}+ P 7−→∗ K ′, {π0}, ⟨v⟩π0 + P ′.

Proof. First, no translation will produce a spawnf form, and thus T remains constant. Then the

proof proceeds by induction on the length of −→∗ and Lemma 5.1. □
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This proof demonstrates that our approach to eager monitoring faithfully recreates the original

presentation and, more generally, that defining contracts as patterns of communication preserves the

behavior of previous models while exposing their internal workings at a finer granularity. Additional

simulation proofs will be more complex but follow this same approach: syntactic munging plus a

little process management. We provide the full proof in Appendix A.

5.2.4. The Drawbacks of Eager Verification

As in §2.2, the examples presented in this section illustrate the over-eager nature of eager verifi-

cation: while the user program did not inspect the second element of the pair “(5, -1)”, and the

function “λ x. 1” did not use its argument, the monitoring process still verified that each was a

natural number and signalled an error. Using our revised encoding of eager verification as indi-

vidual processes, we can now see that the fundamental problem is preemption: eager evaluation

explicitly suspends the initiating evaluator while verifying the contract, only resuming the initiating

evaluator once verification is complete, tying the overall computation performance to the contract

system’s performance. If the user evaluator did not wait for the monitor result, however, the overall

performance would be decoupled from the contract system, helping to alleviate this situation. In

our λπ
cs framework, we can provide this alternative variation on verification by merely varying the

pattern of communication between these evaluators.

5.3. Semi-Eager Contract Verification—Postponing Contract Verification

Our next monitoring strategy is semi-eager contract verification, indicated with the semi strategy

parameter. Recall that, in semi-eager verification, the monitor must suspend verification until the

user evaluator demands the result. In Chapter 2, we described this mechanism as “boxing up” the

contract and value; to replicate this behavior in λπ
cs, we use the delay and force operators to suspend

and later resume verification.

Using this model, semi-eager verification performs a single action at assertion time:

(SU1) creates a delayed expression d that, when forced, will perform verification, and returns it

to the user.

When a process later forces this delayed expression, the forcing process (which is not necessarily

the initiating process) proceeds with “eager-style” verification, wherein the forcing process:
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(SU2) creates a new communication channel ι;

(SU3) spawns a monitoring process to evaluate the contract and communicate the result via ι;

(SU4) provides the (evaluated) subject value to the monitoring process across ι;

(SU5) and retrieves the result across ι and handles them (via conres).

As with eager verification, the monitoring process:

(SM1) receives the subject value v across ι;

(SM2) runs contract c on the value with the provided blame information;

(SM3) injects the result appropriately;

(SM4) and writes the injected value across ι to the user process.

This pattern of interaction is almost identical to eager verification, synchronizing at process states

(SU4, SM1) and (SU5, SM4): the only difference is that the verifier captures this entire computation

in a delayed expression (at SU1), giving the initiating evaluator freedom to either invoke or ignore

the verification as necessary. We present this interaction in Figure 5.4, and we extend our definition

of mon with this encoding:

Definition 5.4 (Semi-Eager Verification as a Pattern of Communication).

mon con semi exp B → delay
(let i = chan
in seq

(spawn (write i (catch inl (inr (con (read i) B)))) )

(write i exp)

(conres (read i)))

This implementation directly corresponds to the eager implementation in Definition 5.2, delaying

the entire verification expression (via a delay highlighted in yellow to show its addition) in order to

“package up” the verification computation until an evaluator forces it.
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let x = mon nat/c semi (2 + 3) B
in (f 5) + (force x)

let x = delay ...
in (f 5) + (force x)

(f 5) + (force (delay ...))

120 + (force (delay ...))

120 + (seq (write ι (2 + 3)) (conres (read ι)))

120 + (seq (write ι 5) (conres (read ι))) write ι (catch inl (inr (nat/c (read ι) B)))

write ι (catch inl (inr (nat/c 5 B)))

write ι (catch inl (inr 5))

write ι (inr 5)120 + (conres (read ι))

120 + (conres (inr 5))

120 + 5

125

Figure 5.4. Checking nat/c with semi. The monitoring process is not created until the
initiating evaluator forces the mon result. We indicate the monitoring process with blue .

5.3.1. Predicate Monitoring with Semi-Eager Verification

We may now use the semi strategy keyword to perform semi-eager predicate contract verification,

such as verifying that 5 is a natural number:

{⟨force (mon nat/c semi 5 B)⟩π0}

⇒∗ {⟨force (delay (let i = chan in (seq (spawn ... ) (write i 5) (conres (read i)))))⟩π0}

⇒∗ {⟨let i = chan in (seq (spawn ... ) (write i 5) (conres (read i)))⟩π0}

⇒∗ {⟨conres (read ι))⟩π0 , ⟨write ι (catch inl (inr (nat/c 5 B)))⟩π1}

⇒∗ {⟨5⟩π0 , ⟨unit⟩π1}
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Observe the force wrapping the verification expression: if we had not included it, the program

would yield the delay verification expression as the final result:

{⟨mon nat/c semi 5 B⟩π0}

⇒∗ {⟨delay (let i = chan in (seq (spawn ... ) (write i 5) (conres (read i))))⟩π0}

The program Figure 5.4 proceeds similarly: the verification creates a delayed cell, and the property

goes unchecked until the cell is forced2.

5.3.2. Pair and Function Contracts with Semi-Eager Verification

For structural contracts, this system of delaying and forcing contracts gives programmers immense

control over which parts of the structure to verify. For example, a semi-eager pair contract that

ensures each element is a natural number may eschew checking unused parts of the pair:3

{⟨force (fst (force (mon nat-pair/csemi semi (5, -1) B)))⟩π0}

⇒∗ {⟨force (fst (force (delay ...“check nat-pair/csemi on (5, -1)”... )))⟩π0}

⇒∗ {⟨force (fst (conres (read ι)))⟩π0 , ⟨write ι (inr (delay ..., delay ...))⟩π0}

⇒∗ {⟨force (fst (delay ...“check nat/c on 5”... , delay ...“check nat/c on -1”...))⟩π0 , ...}

⇒∗ {⟨force (delay ...check nat/c on 5...)⟩π0 , ⟨unit⟩π1}

⇒∗ {⟨5⟩π0 , ⟨unit⟩π1 , ⟨unit⟩π2}

In this example, we assert nat-pair/csemi on a pair, yielding a delayed reference that, when forced,

verifies nat-pair/csemi on (5, -1). This results in a pair of delayed cells that, when forced, will each

verify the appropriate subcontract on the appropriate subcomponent of the pair, i.e., the first will

monitor nat/c on 5 and the second will monitor nat/c on -1. The last part of this trace retrieves the

first element and forces it, verifying 5 is a natural number, and returns the monitor result. Since

we never force the second element, we never attempt to verify that -1 is a natural number, and

thus the program terminates without signaling a contract violation.

In general, the program only needs to force values it intends to use, and, as a result, the program

verifies only those values required for its final result.

2This potential for unforced delay cells is why we check delay e at the type of e: otherwise, not only would each
delay flow through the program’s type system, but the overall type of mon would depend on the strategy. This strat-
egy-dependent type approach gets particularly problematic in the context of higher-order function contracts, where
we must determine the input function’s type based on the strategies used in the function contract’s subcomponents.
3The nat-pair/csemi contract is similar to nat-pair/ceager, replacing eager with semi.
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5.3.3. On the Use of Delay and Force

In semi monitoring (and promise, below), we use delay to encode unevaluated expressions as values

that the user must explicitly force. We take this as a necessary evil to facilitate our discussion: some

verification strategies require fine-grained delaying and forcing behavior in call-by-value calculi to

correctly recreate less-eager evaluation mechanisms. We elect to do this with explicit delay and force

operations in our presentation in order to clarify the nature of the evaluator interactions for these

strategies, requiring the user programs to propagate force throughout their expressions in order

to better clarify the nature of these evaluator interactions. We tolerate this intrusion to better

examine and explain the nature of these synchronizing monitors so that the working semanticist

may directly compare how and when the user evaluator interacts with them.

In a programming language intended for everyday use, however, this forcing mechanism will clutter

the program and inconvenience the programmer. As such, we suggest that, when adding such a

feature to a programming language implementation, the implementer should conceal the delayed

expressions from the user, opting for implicit forcing at evaluation sites (using some transpar-

ent structure such as chaperones [79] for managing delayed structures) to remove this syntactic

complexity. We include such a variant of λπ
cs, λπ

cd, that reflects this style of implicit forcing in

Appendix B.

5.3.4. The Drawbacks of Semi-Eager Verification

As with its presentation in §2.3, this semi-eager enforcement style may still couple the user and

monitor evaluators, suspending the user program during each verification step: when forcing the

first subcomponent of the pair in our previous example, the user program must wait for the verifi-

cation result before proceeding. Our next three strategies leverage the concurrent facilities in λπ
cs

to address this problem.

5.4. Promise-based Contract Verification—Concurrent Checking with Synchronization

Our next contract verification strategy is promise-based verification, indicated with the promise

parameter. In this verification approach, monitor expressions return “promises” to the initiating

evaluator while verification proceeds concurrently. As with the box-driven description in Chapter 2,

we utilize delay (and read’s blocking nature) to provide promise-like behavior in verification results:

when the initiating process forces the promise, it reads the contract result from appropriate channel,
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blocking until the concurrent verification is complete (in the case that the verification has previously

finished, the initiating process receives the result immediately).

Our implementation of promises follows a pattern of communication similar to our previous veri-

fication strategies, with a critical difference: after creating the verification process, the initiating

process constructs a promise that will retrieve the verification result when forced. To accomplish

this, the initiating process:

(PU1) creates a new communication channel ι;

(PU2) spawns a monitoring process that will evaluate the contract;

(PU3) provides the (evaluated) subject value to the monitoring process across ι;

(PU4) and, finally, returns delay (conres (read ι)) as our “promise.”

Dually, the monitoring process:

(PM1) receives the subject value v across ι;

(PM2) runs contract c on the value;

(PM3) injects the result appropriately;

(PM4) and writes the injected value across ι to the user process.

This interaction contains two evaluator synchronization points: first at (PU3, PM1), and, later, at

(PM4), when a process (not necessarily the initiating one) forces the delayed expression created in

(PU4). The forced expression performs a blocking read across ι, receiving the contract result via

conres. We present this interaction in Figure 5.5, and we extend mon to support promise as:

Definition 5.5 (Promise-Based Verification as a Pattern of Communication).

mon con promise exp B → let i = chan
in seq

(spawn (write i (catch inl (inr (con (read i) B)))) )

(write i exp)

( delay (conres (read i))))

As with semi, this implementation directly corresponds to the eager implementation in Defini-

tion 5.2, aside from the addition of delay to delay reading the result. This should be unsurprising:

the variation between eager and promise-based contract monitoring is precisely when the initiat-

ing evaluator receives the answer, allowing programmers to perform secondary computations while

verification continues concurrently.
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let x = mon nat/c promise (2 + 3) B
in (f 5) + (force x)

let x = seq (write ι (2 + 3)) (delay ...)
in (f 5) + (force x)

let x = seq (write ι 5) (delay ...)
in (f 5) + (force x)

let x = delay (conres (read ι))
in (f 5) + (force x)

(f 5) + (force (delay (conres (read ι))))

120 + (force (delay (conres (read ι))))

120 + (conres (read ι))

120 + (conres (inr 5))

120 + 5

125

write ι (catch inl (inr (nat/c (read ι) B)))

write ι (catch inl (inr (nat/c 5 B)))

write ι (catch inl (inr 5))

write ι (inr 5)

Figure 5.5. Checking nat/c with promise. The monitoring process does not communicate
its final result until the initiating evaluator forces the mon result. The expression (f 5) is
a stand-in for additional computation in the initiation process before synchronization. We
indicate the monitoring process with blue .

5.4.1. Verifying Contracts with Promise-Based Verification

Verifying a predicate contract with a promise-based structural contract creates a separate process

to perform contract verification, yielding a promise in the initiating process that retrieves the

verification result when forced.

{⟨force (mon nat/c promise 5 B)⟩π0}

⇒∗ {⟨force (delay (conres (read i)))⟩π0 , ⟨write i (catch inl (inr (con 5 B)))⟩π1}

⇒∗ {⟨conres (read ι))⟩π0 , ⟨write ι (catch inl (inr (nat/c 5 B)))⟩π1}

⇒∗ {⟨5⟩π0 , ⟨unit⟩π1}
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If we had not included force, the program would have yielded a delay as the final result. Unlike

our previous semi strategy, however, promise-based monitoring introduces an opportunity for par-

allel performance: the promise strategy allows contract verification to happen while the initiating

process continues. For example, we can begin verifying a contract while performing additional

computations, such as in Figure 5.5, and the following trace:

let x = mon nat/c promise 5 B

y = factorial 50
in (force x) + y

If the promise-verified contract proceeds in parallel, and the verification is complete by the time the

program reaches the body of the let structure, then the user program experiences minimal contract

overhead.

5.4.2. Pair and Function Contracts with Promise-Based Verification

Structural contracts follow directly from the interactions we have previously presented, allowing us

to begin verification on subcomponents before retrieving them. For example, nat-pair/cprom will

create three concurrent processes that work together to ensure that a pair contains two natural

numbers, returning each verification results as the user requests it.

We provide such a trace in Figure 5.6, wherein each subcomponent contract creates a new promise-e-

valuation process as subcontract enforcement proceeds, resulting in three contract evaluators: the

evaluator that performs the outer pair/c contract and one for each of the two nat/c subcontracts.

Unlike the evaluator interaction pattern in eager verification, however, each of these evaluators pro-

ceeds independently: the pair/c process returns a pair of new “promises” to the initiating evaluator

while the two nat/c subcontracts proceed with verification. Moreover, even though we create these

promises in a cascading manner, the synchronizing evaluator (here π0) retrieves each result directly

from the appropriate evaluator instead of receiving the complete result from the initial verification

evaluator. Additionally, since the second element of the pair is never retrieved, the error is never

reported to π0, and thus the program does not raise a top-level error.

Function contracts proceed similarly, evaluation proceeds in the function’s body while pre-condition

verification proceeds concurrently, allowing us to perform additional operations as part of the

function’s body before retrieving and using the argument.
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{⟨(λ x. force (fst (force x))) (mon nat-pair/cprom promise (5, -1) B)⟩π0}
⇒∗ {⟨(λ x. force (fst (force x))) (delay (conres (read i)))⟩π0

, ⟨write i (catch inl (inr (nat-pair/cprom (5, -1) B)))⟩π1}
⇒∗ {⟨(λ x. force (fst (force x))) (delay (conres (read i)))⟩π0

, ⟨write i (catch inl (inr ((delay (conres (read i1))), (delay (conres (read i2))))))⟩π1

, ⟨write i1 (catch inl (inr (nat/c 5 B)))⟩π2

, ⟨write i2 (catch inl (inr (nat/c -1 B)))⟩π3}
⇒∗ {⟨force (fst (conres (read i)))⟩π0

, ⟨write i (inr ((delay (conres (read i1))), (delay (conres (read i2))))))⟩π1

, ⟨write i1 (catch inl (inr 5))⟩π2

, ⟨write i2 (catch inl (inr (nat/c -1 B)))⟩π3}
⇒∗ {⟨force (fst ((delay (conres (read i1))), (delay (conres (read i2))))))⟩π0

, ⟨unit⟩π1

, ⟨write i1 5⟩π2

, ⟨write i2 (catch inl raise B)⟩π3}
⇒∗ {⟨force (delay (conres (read i1))))⟩π0

, ⟨unit⟩π1

, ⟨write i1 5⟩π2

, ⟨write i2 (catch inl (raise B))⟩π3}
⇒∗ {⟨conres (read i1)⟩π0 , ⟨unit⟩π1 , ⟨write i1 5⟩π2 , ⟨write i2 (inl B)⟩π3}
⇒∗ {⟨5⟩π0 , ⟨unit⟩π1 , ⟨write i1 5⟩π2 , ⟨write i2 (inl B)⟩π3}

Figure 5.6. Enforcing nat-pair/cprom on the pair (5, -1) using promise.

5.4.3. Semi-Eager and Promise-Based Verification

Consider the connection between semi-eager and promise-based monitoring: in each case, the initi-

ating process returns the delayed expression that, when forced, yields the verification result. As a

result, these verification strategies have observationally equivalent behavior in the initiating process

in terms of when errors occur:

{⟨force (fst (force (mon nat-pair/csemi semi (5, -1) B)))⟩π0}

⇒∗ {⟨force (delay (chan(λ i. seq ... )))⟩π0 , ⟨unit⟩π1}

⇒∗ {⟨5⟩π0 , ⟨unit⟩π1 , ⟨unit⟩π2}

{⟨force (fst (force (mon nat-pair/cprom promise (5, -1) B)))⟩π0}

⇒∗ {⟨force (delay (conres (read ι)))⟩π0 , ⟨unit⟩π1}, ⟨(write ι inl 5)⟩π1}

⇒∗ {⟨5⟩π0 , ⟨unit⟩π1 , ⟨unit⟩π2}

In both semi and promise verification, the initiating process has precise control over how to retrieve

the contract result, using the same mechanism in both places; this equivalence, however, assumes
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that the monitored term and contract are both pure; if either is not, semi and promise would no

longer be interchangeable.

More formally:

Theorem 5.2 (Semi-Eager and Promise-Based Local Observational Equivalence). For some context

E, contract e1, monitored term e2, and blame label set B such that e1 and e2 are both effect-free (i.e.,

they do not create or communicate with additional processes, including contract verification) and

E[mon e1 semi e2 B] and E[mon e1 promise e2 B] are well-formed (i.e., well-typed) expressions,

either:

• there is some K1, P1 and K2, P2 such that K,T, P + ⟨E[mon e1 semi e2 B]⟩π ⇒∗ K1, T, P1 +

⟨v⟩π and K,T, P + ⟨E[mon e1 promise e2 B]⟩π ⇒∗ K2, T, P2 + ⟨v⟩π;

• there is some K1, P1 and K2, P2 such that K,T, P + ⟨E[mon e1 semi e2 B]⟩π ⇒∗ K1, T, P1 +

⟨raise B⟩π and K,T, P + ⟨E[mon e1 promise e2 B]⟩π ⇒∗ K2, T, P2 + ⟨raise B⟩π;

• or both diverge.

Proof (Sketch). First, we observe that each of semi and promise will create a delayed expression

in process π. If E does not force this delay, the program will complete identically in either case.

If, however, E forces this delay, we must inspect the outcome of the contract enforcement. First,

note that, since e1 and e2 are effect-free, well-formed expressions, there are some v1 and v2 such

that e1 7−→∗ v1 and e2 7−→∗ v2 (following our type soundness theorem presented in Chapter 4). In

either case, the monitoring evaluator will then evaluate v1 v2 B, which has three possible outcomes:

• v1 v2 B →∗ v, some value;

• v1 v2 B →∗ raise B, an error;

• or v1 v2 B diverges.

In the first two cases, process π receives the resultant value as (or inl B) under either strategy,

yielding K + K ′, T, P + P ′ + ⟨E[conres (inr v)]⟩π (or E[conres (inl B)]), where K ′ and P ′ will be

identical in the case of flat contracts, but may differ if v1 is a structural contract that initiates

additional checks. Finally, in the third case, if the process diverges, the forcing location in E will

block forever, causing the configuration to diverge. □
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This suggests that promise-based verification has the most utility when either (a) both the contract

and monitored term are pure, or (b) the side effects are independent of the computation’s outcome

and each other.

5.4.4. The Drawbacks of Promise-Based Verification

Since semi-eager and promise-based verification are (typically) observationally equivalent, promise-based

verification suffers some of the same issues as discussed in the previous section, including under-eval-

uation and being continuously driven by the user evaluator. In addition, promise-based verification

may cause problems with effectful contracts by performing the effectful portions “out of order,”

leading to difficult-to-debug problems. Next, we will explore concurrent contracts, which avoid the

problems of later synchronization by eschewing the need to retrieve contract results.

5.5. Concurrent Contract Verification—Complete Evaluator Decoupling

In our next strategy, concurrent, the monitoring evaluator proceeds concurrently without reporting

its result, terminating in a value or error. In either case, the initiating evaluator is free to continue

without later synchronization. Modeled as patterns of communication, the initiating process:

(CU1) creates a new communication channel ι;

(CU2) spawns a monitoring process that will evaluate the contract;

(CU3) provides the (evaluated) subject value to the monitoring process across ι;

(CU4) and continues with the evaluated subject value.

Dually, the monitoring process:

(CM1) receives the subject value v across ι;

(CM2) and runs the contract c on the value with the provided blame information.

These two evaluators synchronize once, at (CU3, CM1), to communicate the subject value. We

present this interaction in Figure 5.7 (with the monitoring process indicated with blue ), where

the new, monitoring evaluator proceeds without further interaction. We extend mon with this

encoding of concurrent as:
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5 + mon nat/c concurrent -1 B

5 + (seq (write ι -1) -1)

5 + -1

4

nat/c (read ι) B

nat/c -1 B

raise B

Figure 5.7. Checking nat/c with concurrent. The monitoring process continues concurrently
while the initiating process computes the result.

Definition 5.6 (Concurrent Verification as a Pattern of Communication).

mon con concurrent exp B → let i = chan
in seq (spawn (con (read i) B) )

(let x = exp in seq (write i x) x)

(37)

This implementation starts a monitoring verifier via spawn, communicates the monitored term to the

verifier, and immediately continues with the user program. By using spawn, concurrent contracts

represent contracts that may not finish: using our previous definition of answer configurations

(Definition 4.1), we see that concurrent contracts represent contracts that may not finish; if the

contract is still running when π0 terminates, the configuration terminates, discarding the verifier.

As a result, this “best-effort” verification method allows us to view contracts as “soft” specifications.

5.5.1. Predicate Monitoring with Concurrent Verification

With our definition of the concurrent verification strategy in place, we can use it to verify an

expression is a natural number:

{⟨5 + (mon nat/c concurrent 3 B⟩π0} ⇒∗{⟨8⟩π0, ⟨3⟩π1} (38)

{⟨5 + (mon nat/c concurrent -1 B⟩π0} ⇒∗{⟨4⟩π0, ⟨...⟩π1} or
{⟨...⟩π0, ⟨raise B⟩π1} or
{⟨4⟩π0, ⟨raise B⟩π1}

(39)

We use “or” in the second example because our “⇒” relation is non-deterministic: without impos-

ing a scheduling order for processes, the monitor may or may not complete before the initiating

evaluator, hence the description of concurrent as “best-effort” checking.
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5.5.2. Function Contracts with Concurrent Verification

For structural and functional contracts, concurrent verification will yield numerous, unsynchronized

processes, potentially reporting errors non-deterministically if there are multiple contract violations.

This has the downside of so-called “heisenbug”-style contract violations (wherein different traces

may terminate with different errors), but the upside is that programmers may utilize concurrent

behavior for weak, long-lived contracts. It is also imaginable that we may report these violations as

“warnings” to the programmer instead, indicating problematic values without bringing the program

to a halt. For example, we may define a new pair contract as:

nat-pair/cconc ∆
= pair/c nat/c concurrent nat/c concurrent (40)

Enforcing nat-pair/cconc will yield a configuration with four processes, and multiple possible out-

comes:
{⟨fst (mon nat-pair/cconc concurrent (5, -1) B⟩π0}

⇒∗{⟨5⟩π0, ⟨(5, -1)⟩π1, ⟨5⟩π2, ⟨...⟩π3} or
{⟨...⟩π0, ⟨(5, -1)⟩π1, ⟨5⟩π2, ⟨raise B⟩π3} or
{⟨...⟩π0, ⟨...⟩π1, ⟨...⟩π2, ⟨raise B⟩π3} or
etc...

Because we do not impose scheduling, and each mon form with the concurrent strategy spawns

a new thread, it is possible for a subcontract to signal a violation before its parent contract is

complete.

Similarly, consider this concurrent verification behavior with a function contract:

{⟨(mon (fun/c nat/c concurrent nat/c concurrent) eager (λ x. x + 1) B) 5⟩π0}

⇒∗{⟨(λ x. mon nat/c concurrent ((λ x. x + 1) (mon nat/c concurrent x (invert B))) B) 5⟩π0

, ⟨unit⟩π1}

⇒∗{⟨mon nat/c concurrent ((λ x. x + 1) (mon nat/c concurrent 5 (invert B))) B⟩π0

, ⟨unit⟩π1}

⇒∗{⟨mon nat/c concurrent ((λ x. x + 1) 5) B⟩π0 , ⟨unit⟩π1 , ⟨nat/c 5 (invert B))⟩π2}

⇒∗{⟨mon nat/c concurrent 6 B⟩π0 , ⟨unit⟩π1 , ⟨5⟩π2}

⇒∗{⟨6⟩π0 , ⟨unit⟩π1 , ⟨5⟩π2 , ⟨nat/c 6 B)⟩π3}

This verification trace has some additional irregularities of note:

(1) We verify the top-level mon with eager. If we had used concurrent, the function contract

combinator would have produced the monitored procedure in the monitoring process, and
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the user program would have proceeded with “λ x. x + 1”. An alternative approach to

checking a function contract with concurrent could be running a sort of enumerative analysis

concurrently, checking the function against inputs for the remainder of the program’s run.

This approach, however, would require us to perform input-based dispatched to determine if

the value is a procedure (via, e.g., Racket’s procedure? operation [39]), removing our uniform

approach to contract verification. Clojure’s core.spec [50] adopts this style of verification

for higher-order function contracts, where higher-order function inputs are randomly checked

with sampled values to ensure they conform to the specification. We discuss it further in §5.7.

(2) The user process π0 proceeds without regard for the pre- or post-condition enforcement. While

this may not always be the case, based on scheduling, it further illustrates the “best-effort”

nature of concurrent verification.

Overall, this trace proceeds by verifying the pre- and post-condition concurrently, eschewing further

interactions with the user process. As a result, this concurrent verification allows the user evaluator

to proceed without awaiting the contract result, and, further, avoid additional overhead when

retrieving contract results. Ultimately, this concurrent strategy allows user computations to forgo

contract results in favor of a type of “succeed or interrupt” mechanism, allowing the program to

proceed without regard for valid verification results (and interrupting it in the case that a contract

violation is discovered).

5.5.3. The Drawbacks of Concurrent Verification

As we discussed in Chapter 2, this verification technique may often be “too weak” for properties

that the programmer must rely on and, as such, programmers may prefer to ensure the contract

monitor will eventually finish, regardless of later synchronization.

5.6. Finally-Concurrent Contract Verification—Verification Without Synchronization

In order to provide programmers with “start and forget” verification with stronger guarantees, we

introduce fconc verification. Similar to concurrent verification, fconc monitoring processes elides

secondary synchronization with the initiating process. Unlike concurrent, however, we ensure the

monitor completes before considering the configuration “done.” To this end, we use the spawn

variant spawnf , which creates a new process and adds its process identification number to a list of

final processes T , ensuring any answer configuration includes its full evaluation. This interaction
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5 + mon nat/c fconc -1 B

5 + (seq (write ι -1) -1)

5 + -1

4

nat/c (read ι) B

nat/c -1 B

raise B

Figure 5.8. Checking nat/c with fconc. The initiating and monitoring processes each proceed
concurrently, and the green box indicates an answer configuration.

follows the concurrent interaction above, with a singular difference; in fconc, the initiating fconc

process:

(FU1) creates a new communication channel ι;

(FU2) spawns a final monitoring process that will evaluate the contract;

(FU3) provides the (evaluated) subject value to the monitoring process across ι;

(FU4) and continues with the evaluated subject value.

Dually, the final monitoring process:

(FM1) receives the subject value v across ι;

(FM2) and runs the contract c on the value with the provided blame information.

We present this interaction in Figure 5.8 (with the monitoring process colored blue ), which is

nearly identical to Figure 5.7, with the addition of the answer configuration in green . The only

difference between fconc and concurrent is this notion of process finality, and thus its implemen-

tation only exchanges spawn for spawnf :

Definition 5.7 (Finally-Concurrent Verification as a Pattern of Communication).

mon con fconc exp B → let i = chan
in seq(spawnf (con (read i) B) )

(let x = exp in seq (write i x) x)

(41)
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When we use fconc to assert a contract, we may now trust that the contract will run to completion

before the program enters an answer configuration:

∅, {π0}; {⟨(mon nat/c fconc -1 B) + (mon nat/c fconc 3 B)⟩π0}

⇒∗{ι}, {π0, π1, π2};{⟨-1 + 3⟩π0 , ⟨nat/c -1 B⟩π1 , ⟨nat/c 3 B⟩π2}

⇒∗{ι}, {π0, π1}; {⟨2⟩π0{⟨raise B⟩π1 , ⟨nat/c 3 B⟩π2}

⇒∗{ι}, {π0, π1}; {⟨2⟩π0{⟨raise B⟩π1 , ⟨3⟩π2}

Even though one contract raised an error, we must still wait for each fconc contract to complete

before termination. Aside from this termination behavior, fconc continues exactly as concurrent

verification.

This alternative “start and forget” contract verification technique exposes a new avenue for ver-

ification: programmers can, e.g., read in a file and speculatively start examining and using the

input while being sure that, before the program completes, they will know the data is correct. It

may suffer from some of the same problems as we discuss in Chapter 2, including prolonging the

program to finalize verification.

5.7. Additional Verification Strategies in λπ
cs

In this work, we selected five strategies because of their frequency in the literature, their apparent

utility, and their direct encodings. Unsurprisingly, these are not the only variations on contract

verification. In this section, we briefly introduce and discuss three additional strategies, sketching

their encodings in the λπ
cs framework.

5.7.1. Random Checking.

Ergün et al. [33] and Dimoulas et al. [29] each describe random testing for program correctness,
which has since gained popularity in Clojure’s core.spec library[50]. These random testing meth-
ods verify higher-order function contracts using generative checking (i.e., producing sample inputs
to ensure that the function behaves correctly). We can replicate this behavior by introducing a
gen strategy that accepts a generator g and ensures the function adheres to its contracts for values
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provided by this generator:

mon con (gen g) exp B →let i = chan
in seq (spawn (write i (catch inl (let f = (con (read i) B)

in (inr (seq (check-fn f g) f)))))

(write i exp)

(conres (read i))

(42)

If f is a function, the check-fn procedure (elided) will use the provided generator to randomly test

f before returning it; otherwise, following core.spec, this strategy behaves as eager verification.

5.7.2. Future Contracts.

Dimoulas et al. [27] introduce concurrent contracts via future contracts (discussed in Chapter 2),

which we have used as a basis for our promise contract verification. Recall that, in their original

presentation, future contracts sent terms and their contracts, as messages, to a secondary evaluator

for verification and retrieving results during effectful operations. It is straightforward to imagine

replicating this strategy in λπ
cs, sending contract-expression pairs to a global, concurrent verification

process and extending effectful operations with synchronization operations.

5.7.3. Lazy Contracts.

First described by Chitil et al. [17] as assertions (without blame mechanisms), Degen et al. [22]

later formalized lazy contract verification as allowing the user evaluator to “drive” the contract

evaluator: the idea is that contract verification should only inspect those terms and values that the

user program evaluates, and, as a result the verifiers “block” on unevaluated terms, awaiting their

usage in the user program to continue with verification. For example, verifying a predicate contract

on a pair will suspend verification until the user evaluator evaluates subcomponent of the pair; if

the user program never does, the monitor will never verify the contract. Degen et al. [24] present

an implementation of this system for Haskell, using individual call-by-need reference cells register

callbacks for contract monitors to driving the contract verification mechanism as these reference

cells are evaluated.

This model of monitoring, when translated into λπ
cs, demonstrates its intrusive interaction with the

main evaluator: to facilitate this user-driven monitoring, we must construct a layer of indirection

for both evaluators such that the user evaluator’s forcing an expression drives the lazy monitor. To

do this, we must recursively parse the input expression e, breaking it out into a structure for the
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mon ord/c lazy (6, 5) B

drefι1,ι2

seq (write ι1 unit)
(read ι2)

(drefι4,ι5, drefι7,ι8)

(b1, b2)

b1 : 5 b2 : 6

ord/c ℓι3

· · · read ι3 · · ·

· · · (ℓι6, ℓι9) · · ·

Figure 5.9. Lazy contract communication.

user process to evaluate and a second, mirrored structure for the monitoring evaluator to wait on.

We provide a sample sketch of this approach on a pair contract in Figure 5.9, using so-called “lazy

references” ℓi that produce values as the user programs evaluates the delayed references.

Between this massive intrusion (and structural meta-operation in the form of building lazy refer-

ences), we can see that lazy evaluation is not particularly practical, and, furthermore, Degen et al.

[24] observe that such lazy verification violates basic blame consistency. Taken together, this sug-

gests that lazy contract verification ultimately has only questionable utility. That said, this is not

a shortcoming of λπ
cs: Degen et al. [22] hint at the intrusive nature, and, by encoding it in λπ

cs, we

have exposed the precise mechanisms such verification requires.

5.8. Mixing Strategies with Contracts in λπ
cs

Beyond choosing which strategy to use for each contract, programmers may also freely intermix

strategies in λπ
cs, yielding flexibility and utility beyond traditional contract systems. In this section,

we summarize our strategies so far, giving their implementations together in Figure 5.10, and

then showcase this additional advantage of λπ
cs by providing three examples: dependent function

contracts, a flexible binary-search tree, and a lazy tree fullness contract.

5.8.1. Dependent Function Contracts

Our first advanced contract in λπ
cs is fun/dc, a dependent variant of fun/c [36]. The idea is that the

post-condition contract takes the function’s argument as input before producing a contract, allowing

the post-condition contract to verify the function output in terms of the input. For example, we
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mon con eager exp B → let i = chan
in seq

(spawn (write i (catch inl (inr (con (read i) B)))))
(write i exp)
(conres (read i))

mon con semi exp B → delay
(let i = chan
in seq

(spawn (write i (catch inl (inr (con (read i) B)))))
(write i exp)
(conres (read i)))

mon con promise exp B → let i = chan
in seq

(spawn (write i (catch inl (inr (con (read i) B)))))
(write i exp)
(delay (conres (read i))))

mon con concurrent exp B → let i = chan
in seq (spawn (con (read i) B))

(let x = exp in seq (write i x) x)

mon con fconc exp B → let i = chan
in seq (spawnf (con (read i) B))

(let x = exp in seq (write i x) x)

Figure 5.10. The aggregate contract verification strategies presented in Chapter 5.

can verify that a square root procedure behaves correctly as:

sqrt/dc := λ s1 s2 s3. fun/dc nat/c s1 (λ n. pred/c (λ m. (m ∗m) = (force n))) s2 s3

This contract allow us to ensure that a function’s result is exactly the square root of its input4. Note

that we have added a “preemptive” force in the post-condition to ensure that we will force the con-

tract before use, addressing those cases where the verification strategy used for the post-condition

input results in a delayed expression.

4This procedure should technically use some ϵ to ensure the result is within bounds to deal with floating-point errors,
but we elide this complexity for presentation.
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We define this fun/dc combinator as:

fun/dc ∆
= λ con1 strat1 fcon2 strat2 stratp.

λ f b.

λ x. let input := mon con1 strat1 x (invert b)
postInput:= mon con1 stratp x (indy b)

in mon (fcon2 postInput) strat2 (f input) b

(43)

This definition differs from our definition of fun/c in Eqn. 34 as follows:

• In this definition we utilize the indy blame mechanism presented by Dimoulas et al. [27],

wherein we verify the pre-condition monitor on the function input twice: first using standard

pre-condition blame (as invert blame), and a second time with indy-style contract blame (as

“indy blame”), which will blame the post-condition contract if it misuses the input value, e.g.,

misapplying a procedure argument. Otherwise, as Dimoulas et al. [27] observe, the post-con-

dition may misuse the function input in a way that results in the blame labels indicating the

function itself is responsible for the error, resulting in incorrect blame assignment.

• Our λπ
cs definition of fun/dc introduces a new point of flexibility with dependent contracts:

a secondary possibility for control with the second verification site. We may use a different

strategy when checking the input for the post-condition than for the main function.

To further demonstrate this second point, consider our choice of strategy in sqrt/dc: when using the

eager strategy, we recover behavior akin to the behavior described by Dimoulas et al. [27]:

(mon (sqrt/dc eager eager eager) eager sqrt B) 25

This is not, however, the only option: since λπ
cs allows us to freely intermix strategies, we can

explore, for example, ensuring the pre-condition holds on the post-condition’s input via promise:

(mon (sqrt/dc eager eager promise) eager sqrt B) 25

When we apply the resultant contracted procedure to 25, the postInput check runs concurrently,

freeing up the user process to continue computing sqrt/dc while the secondary process concurrently

verifies the post-condition’s input contract. Consider, further, using semi-eager verification for each

sub-contract:

(mon (sqrt/dc semi semi semi) eager sqrt B) 25
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In this example, the program forces the postInput variable after sqrt has completed. In larger

programs, where sqrt itself may throw an error, this can cut down on potential computation

repetition before the error. And these are only three examples!

This straightforward extension to a standard contract combinator begins to illustrate the immense

user control in multi-strategy verification: we can control complex contracts with secondary, hidden

behavior, precisely specifying how they interact with the user program at each verification step.

Our next two examples will further reinforce this additional flexibility.

5.8.2. A Flexible Binary-Search Tree Contract

Next, we revisit our strategy-parameterized binary tree contract from Chapter 3. While it is

possible to construct this contract using only the primitives in λπ
cs, we take some liberties here for

simplicity of presentation, namely:

• We assume a tree data structure in the form of leaf nodes and internal nodes

“node val tleft tright”, where we may directly match on trees with these constructors as5:

case (t; leaf▷ e1; node val tleft tright ▷ e2)

• We also assume a fixpoint operator µ as

(µf x.e) v → e[µf x.e/f ][v/x]

Recall from Chapter 3 that our binary-search tree contract should act as follows:

• mon eager (bst/c eager) tree B will eagerly ensure its input is a binary-search tree;

• mon semi (bst/c semi) tree B will return a tree that will verify each node is correctly-ordered

as the program explores it;

• mon promise (bst/c promise) tree B will create a cascading chain of monitoring processes for

each node, and a program exploring the tree will synchronize with the appropriate processes

at each level;

• and mon concurrent (bst/c concurrent) tree B will concurrently enforce that the tree is a

binary-search tree using a similar set of cascading processes.

• and mon fconc (bst/c fconc) tree B will act the same as the concurrent contract, but force

the program to wait for verification to complete before terminating.

5We use these to avoid defining binary trees as a series of sum types.
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Ideally, we would like to define bst/c in terms of a tree contract combinator tree/c. We can define

this structural contract combinator recursively as:

tree/c :=µ con cleaf sleaf cnode snode srec. (44)

λ tree b.

casetree (tree;

leaf ▷mon cleaf sleaf leaf b;
node v tl tr ▷let crec = con cleaf sleaf cnode snode srec

in node (mon cnode snode v b)

(mon crec srec tl b)

(mon crec srec tr b))

This combinator takes five arguments:

(1) cleaf is a contract for leaf nodes (which is generally uninteresting, because leaves are unit values

in this representation);

(2) sleaf is the strategy describing how to enforce cleaf;

(3) cnode is a contract for internal tree values;

(4) snode is the strategy describing how to enforce cnode;

(5) and srec is the strategy describing how to recursively enforce the resultant tree contract on

each node’s sub-trees.

To demonstrate its usage, we may use this combinator to define a contract to verify each element

in a given tree is nat/c:

any/c := pred/c (λ x. true) (45)

nat-tree/ceager := tree/c any/c eager nat/c eager eager (46)

The resultant contract works as follows:

• Each (nullary) leaf value is essentially ignored via any/c, the contract that always holds.

• At each internal node, we eagerly verify the node’s value is a natural number and, further,

eagerly traverse the left and right subtrees.

Using this tree/c combinator, we can also define a generalized version of this contract that takes two

strategy arguments representing the enforcement strategies for each interim value and the recursive
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strategy (respectively):

nat-tree/cs := λ s1 s2. tree/c any/c s1 nat/c s1 s2 (47)

We can redefine nat-tree/ceager in terms of this combinator as:

nat-tree/ceager := nat-tree/cs eager eager (48)

Unfortunately, we cannot define bst/c in terms of tree/c: in order to ensure that a tree is a bina-
ry-search tree, we must check that each value in the left sub-tree is less than (or equal to) its parent
node’s value and, similarly, each value in the right sub-tree is greater (or equal to) than its parent
node’s value. This value flow requires a dependent tree contract, similar to dependent contracts,
wherein each sub-contract receives the current node’s value as an input before assertion. We can
define such a combinator as:

tree/dc := λ cleaf sleaf cnode snode cleft cright srec. (49)

λ tree b.

casetree (tree;

leaf ▷mon cleaf sleaf leaf b;
node v tl tr ▷node (mon cnode snode v b)

(mon (cleft v) srec tl b)

(mon (cright v) srec tr b))

This combinator takes seven arguments6

(1) cleaf is a contract for leaf nodes ;

(2) sleaf is the strategy describing how to enforce cleaf;

(3) cnode is a contract for internal tree values;

(4) snode is the strategy describing how to enforce cnode;

(5) cleft and cright are two procedures that expect a node value as input and yield the appropriate

contracts for the left and right sub-trees (respectively);

(6) and srec is the strategy describing how to recursively enforce the resultant contract on the left

and right sub-trees.

6Other variants of this contract include one that uses a single strategy at every contract, and one that uses the same
strategy for the node’s value and sub-trees. These alternatives, however, trade expressiveness for programmatic ease.

82



We can use this dependent contract combinator to define bst/c directly7:

bst/c := λ s. µ bst/c s lo hi. (50)

tree/dc any/c eager
(pred/c (λ x. (lo ≤ x)and(x ≤ hi))) eager
(λ v. bst/c s lo v) (λ v. bst/c s v hi) s

This contract verifies that each internal value in the tree is within the correct numeric bounds,

propagating the node values downward. As bst/c eager, this contract must traverse the entire

tree to enforce this constraint, requiring O(n) time (whereas an insertion algorithm would require

O(logn) time in a sorted tree). We can weaken this guarantee, however, and use bst/c semi to

enforce the invariant on exactly the nodes we visit during the program, recovering O(logn) com-

plexity for insertion. Furthermore, we can completely decouple the evaluation via bst/c promise,

starting the entire assertion in concurrent processes and only synchronizing with (and waiting on)

those nodes required by the program; perform best-effort verification with bst/c concurrent; use

fconc for finally-concurrent, start-and-forget verification; and check bst/c eager under promise as

“mon (bst/c promise) eager tree B”, constructing a promise that will concurrently enforce the

entire contract. Each of these variations follows from the same definition of bst/c.

Even further, we may define a secondary version of bst/c that takes an additional value-enforcement
parameter, allowing us to control exactly when to verify each node value in addition to the general
recursive verification scheme:

bst/cs := λ s1 s2. µ bst/c s lo hi. (51)

tree/dc any/c eager
(pred/c (λ x. (lo ≤ x)and(x ≤ hi))) s2

(λ v. bst/c s1 lo v) (λ v. bst/c s1 v hi)s1

5.8.3. A Lazy Tree Fullness Contract.

Our final example tackles the problem of lazily ensuring that a binary tree is full (that is, each node’s

sub-trees have the same height). Findler et al. [37] identify such checks as particularly difficult in

the context of verification, as verifying this property for a given node require the verifier to fully

inspect the node’s children. This style of upward value propagation is presented in Figure 5.11, and

this value flow will not allow lazy structural contracts to incrementally verify this property.
7We could also ensure the tree’s values are natural numbers by adding that requirement to the value contract
conjunction.
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Figure 5.11. Evolution of contract checking during tree traversal for a full binary tree using
asynchronous callbacks.

To further explain this problem, consider using the predicate full? to define a predicate contract:

full? := let f = µ full tree .

casetree (tree;

leaf ▷0;
node v tl tr ▷let hl = full tl

hr = full tr
in if (hr = hl)and(hl ≥ 0)and(hr ≥ 0)

then 1 + hl

else -1
in λ t. 0 ≤ (f t)

(52)

full/c := pred/c full? (53)

In general, we must traverse an entire tree to know if it is full: each node must first inspect its

children, using the recursive results to determine if it is full before propagating this information

upward to ensure the property for the entire structure. This style of value propagation through

monitored structures generally inhibits semi-eager enforcement: if we enforce full/c using semi on

a tree t, the monitor will traverse the entire tree when forced.

In λπ
cs, however, we have an alternative solution: we can create custom value flows for contracts,

allowing us to use a series of interacting processes that communicate via secondary communication

channels to verify this property. To construct this mechanism, we use the concurrent strategy,

creating processes that serve as “callbacks” to propagate the information upward.
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While complex in concept, the only additional facility we require is a choice-based reading operation

in order to communicate with multiple subcontracts at once. This choice operator is a straightfor-

ward addition to λπ
cs: we extend the “matches” relation from Figure 4.2 to support choice as:

e1
ι
⌢
⌣ e2 with (e′1, e

′
2)

e1
ι
⌢
⌣ choice e2 e3 with (e′1, e

′
2)

e1
ι
⌢
⌣ e3 with (e′1, e

′
3)

e1
ι
⌢
⌣ choice e2 e3 with (e′1, e

′
3)

The [Synchronize] operation in Figure 4.2, in conjunction with this extended definition, allows

us to perform choice-based communication via choice, i.e., to retrieve a result from one of two

channels:

{⟨choice ι1 ι2⟩π0 , ⟨write ι1 1⟩π1 , ⟨write ι2 2⟩π2}

⇒{⟨1⟩π0 , ⟨unit⟩π1 , ⟨write ι2 2⟩π2}

or {⟨2⟩π0 , ⟨write ι1 1⟩π1 , ⟨unit⟩π2}

With this choice operator in place, we may now express a lazy fullness contract using “callback”-style

communication:

full/fc := µ full i . (54)

let il = chan
ir = chan

in tree/dc (pred/c (λ _. seq (write i 0) true)) eager
(pred/c (λ _. let h1 = choice (read il) (read ir)

h2 = choice (read il) (read ir)

in if h1 = h2

then (seq (write i (1 + h1)) true)
else false))

concurrent
(λ _. full il)
(λ _. full ir)
semi))

We parameterize each contract invocation by a communication channel i, indicating where to write

the current nodes height. At leaf nodes, the contract writes 0 to i and succeeds. At internal

nodes, we pass two fresh channels, il and ir to the left and right sub-trees respectively. Next we

assert (full il) and (full ir) on the appropriate sub-trees, utilizing the dependent contract to delay

these invocations until usage time (to prevent divergence). We verify each of these subcontracts

with semi postponing verification verified until the initiating process demands them. Finally, the

concurrent-verified node value contract retrieves its sub-tree heights across il and ir. If these two
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heights are equal, the contract writes the appropriate height across i and succeeds (triggering its

parent’s fullness test); if not, the contract signals a violation.

This communication pattern allows each contract to propagate values via side-channel communi-

cation, working together to lazily establish global properties about programs. Such a contract is

only possible after fully separating of the monitor evaluator from the user evaluator and expos-

ing communication tools to contract writers that facilitate contract verification via custom-crafted

traversal of monitored structures.

Effectful Tree Fullness. Unsurprisingly, this is not the only solution to lazily ensuring tree full-

ness. Utilizing effectful contracts, we can imagine a dependent contract that keeps track of its

recursion depth and, in each leaf node, reports this depth to a secondary process, which will raise a

contract violation if it ever receives two disagreeing depths (indicating the tree is not full). This style

of effectful contract verification allows programmers to verify global properties with less overhead,

and, as we will see in Chapter 6, it may be directly encoded as a contract verification meta-strat-

egy, modifying the underlying strategy’s behavior to provide this additional runtime verification

mechanism.
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C H A P T E R 6

Beyond Contracts: Verification Meta-strategies

synopsis
Strategies, on their own, do not form a complete calculus; they are, in a sense, the basic

“values” of a rich strategy calculus that describes the nature of runtime verification. To

further illustrate this idea, we now introduce operators of this calculus in the form of

meta-strategies, which are strategy-level operators that take one or more strategies (plus

additional arguments) as input and produce new verification behaviors. In this chapter,

we define a number of such meta-strategies, including with, comm, random, memo, and

transition (§6.1-6.4); sketch additional points in this meta-strategy design space (§6.5);

and, finally, demonstrate how these meta-strategies pave the way for reasoning about

contract interactions with other effects (§6.6).

Contract verification strategies each describe how to monitor contracts in terms of how and when

they interact with the user evaluator. In this chapter, we introduce and explore the notion of

meta-strategies, or strategy-modifying strategies, that augment this contract verification behavior

to extend λπ
cs to general runtime verification techniques (including, e.g., spot-checking and state-

machine verification).

At their core, meta-strategies take and produce new strategies, supplementing or altering the

sub-strategy behavior. For example, the with meta-strategy takes an effectful procedure as an

argument and applies this procedure to the monitored value before returning the monitored value

to the initiating process. Combining this meta-strategy and the effectful println operation, we can

write a function contract that verifies the function’s input is a natural number and prints that

input to the console:

addWithPrint
∆
= mon eager (fun/c (with println eager) nat/c eager nat/c) (λ x. x + 10) B

{⟨addWithPrint 10⟩π} ⇒∗ {⟨20⟩π, · · · } console: 10
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The with meta-strategy also serves as a key component in general runtime instrumentation. For

example, we can use it to store each of a procedure’s inputs in a list by using with and an operator

that adds its argument to a reference cell1:

let args = ref emptyList
logger = λ x. args := (cons x (!args))
log/c = fun/c (with logger eager) nat/c eager nat/c
incrWithLog = mon eager log/c (λ x. x + 1) B

in seq incrWithLog 10

incrWithLog 5

incrWithLog 0

!args
⇒∗ [0, 5, 10]

In this example, we define logger, which adds its argument to the list in the args reference cell,

and provide this logger as the secondary procedure to with in the pre-condition strategy for log/c.

As the program proceeds, each invocation of incrWithLog stores the function argument in args,

resulting in the collective list of arguments as output.

In the rest of this chapter, we will introduce a number of additional verification meta-strategies

and use them to develop additional, generalized runtime inspection and verification tools.

6.1. The With Meta-strategy—Performing Additional Operations

We now begin our formal definitions of meta-strategies by defining with, which takes a sub-strategy

and a procedure and, similar to a dependent contract [36], applies the procedure to the contracted

result. Unlike a dependent contract, however, the meta-strategy applies the function and discards

the result (instead of using the result as a new contact). Enforcement under the with meta-strategy

proceeds as:

(MW1) the meta-strategy checks its contract using the sub-strategy s;

(MW2) passes the contracted result as an argument to the provided procedure f , discarding the

application’s result;

(MW3) and, finally, returns the contracted result to the user process.

1Throughout this chapter, we use additional, minor extensions to λπ
cs, including references, which we create with

ref initialValue, dereference with !reference, and update with reference := newValue; and lists, wherein we create
new, empty lists with emptyList, add elements to the front as cons newV alue list, and print as [elem1, elem2, · · · ].
These operators follow the usual semantics as presented by Pierce [73].
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We implement this meta-strategy behavior in λπ
cs as2:

Definition 6.1 (The with meta-strategy).

mon (with f s) con exp B → let x = mon s con exp B

in seq (f (mon s con exp (indy B)))

x

Our blame in this definition is similarly informed by indy-style blame [27] in dependent function

monitoring (§5.8.1): we use the indy operation to establish blame, ensuring any contract violation

that occurs while computing f blames the contract itself for over-exploring the value and causing

the violation. This is, in some sense, an over-simplification, however: Dimoulas et al. [27] define

indy verification to introduce contracts themselves as separate, accountable parties in blame tuples,

and it is conceivable that we should extend this approach to account for each meta-strategy as a

separate blame entity. This extension is, however, straight-forward following the ownership model

presented by Dimoulas et al. [27], and so we leave it as future work.

In addition to our previous use-cases, this meta-strategy provides immense utility for combining

contracts with additional runtime verification and inspection. To illustrate this utility, consider

the following example, wherein we use with to implement general function time profiling as follows

(using curTime to get the current system time):

tagTimer ∆
= λ timeRef. λ tag. timeRef := cons ([tag, curTime]) (!timeRef)

slowFact ∆
= µ slowFact n.

if n = 0 then 1 else seq (sleep 10) (n ∗ (slowFact (n − 1)))

let timerRef = ref emptyList
timer = tagTimer timerRef
sfTimed = mon eager

(fun/c (with (λ x. timer “pre") eager) nat/c
(with (λ x. timer “post") eager) nat/c)

slowFact
in seq sfTimed 10

!timerRef

⇒∗ [[“post", 1493529262817], [“pre", 1493529262254]]

2It is conceivable that we should use additional processes for implementation meta-strategies in order to follow our
previous patterns-of-communication approach. It is, in this context, straight-forward to abstract meta-strategies into
their own processes, and so we eschew the abstraction to clarify presentation.
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This example uses with to instrument each pre-condition and post-condition to store a tagged

timestamp in the timerRef global reference, allowing the programmer to track how much time their

program spends in that particular procedure (including procedures it calls). At the end of the

program, we can get an entire list of these calls and, e.g., use this information to compute the

average function runtime or its runtime as a percentage of the whole program.

This style of strategy and meta-strategy dispatch gives programmers an extensible, uniform inter-

face to inspect and verify general runtime performance of programs. Furthermore, this interface

allows programmers to perform this instrumentation in tandem with contract verification: in the

above example, contracts on slowFact ensure that each input and output is a natural number in

addition to recording timing information.

6.1.1. The Communication Meta-strategy—Communicating Contract Results

Our next meta-strategy is comm, a special-case variation of the with meta-strategy that provides

inter-process communication with the goal of simplifying the implementation of side-channel con-

tracts [80]. The idea is to communicate the result of the with procedure across some communication

channel ι, allowing programmers to preserve the result of the meta-strategy computation and con-

tinue with the original program. This “communication” meta-strategy takes a procedure f and a

communication channel ι as input and, when used, provides the monitored term to the procedure

f and write the computation’s result across channel ι before returning the contracted value.

Similar to the with meta-strategy, comm enforcement proceeds as:

(MC1) the meta-strategy checks its contract using the sub-strategy s;

(MC2) passes contracted result as an argument to the provided procedure f ;

(MC3) writes the application’s result across ι;

(MC3) and, finally, returns the contracted result to the user process.

We implement this meta-strategy in λπ
cs as:

Definition 6.2 (The comm meta-strategy).

mon (comm f ι s) con exp B → let x = mon s con exp B

in seq (write ι (f (mon s con exp (indy B))))

x
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We may now use comm to simplify our implementation of full/fc from Chapter 5, replacing the

ad-hoc communication in the leaf case with comm:

full/fc := µfull i . (55)

let il = chan
ir = chan

in tree/dc any/c (comm (λ _. 0) i eager)
(pred/c (λ _. let h1 = choice (read il) (read ir)

h1 = choice (read il) (read ir)

in if h1 = h2

then (seq (write i (1 + h1)) true)
else false))

concurrent
(λ _. full il)
(λ _. full ir)
semi))

Observe, however, that we cannot use this meta-strategy in the node value case for two reasons:

• First, the communication meta-strategy will block indefinitely until a process reads from ι,

an unfortunate, but not surprising, result of write’s blocking nature in λπ
cs. If, however, we

were to introduce some form of non-blocking write (or simply spawn the “write ι f val”

expression in a new process), we could implement some revised comm-nb meta-strategy with

this non-blocking form and use it to perform concurrent side-channel communication.

• The node-value contract relies on the communication result, and decoupling this value flow

would require further communication structures.

Even so, the comm meta-strategy has secondary utility: this style of meta-strategy also allows

us to interact with effects modeled as sessions, including state and logging effects implemented as

separate processes that provides the effects. Orchard and Yoshida [70] explore the relation between

session-based processes and effects, demonstrating how processes may be used to replicate effectful

behavior. In Section 6.6, we adopt this approach to implement a refined fullness contract, tracking

the depth of each leaf node and ensuring they match (a sufficient condition for tree fullness). This

close interaction between contracts and other suggests that we may also quantify contracts in such

a framework, but this remains as future work.
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6.2. The Random Meta-strategy—Probabilistic Contract Enforcement

Our next meta-strategy, random, explores the idea of random enforcement. Ergün et al. [33] and

Dimoulas et al. [29] each describe notions of random testing for program correctness, wherein we

may forgo contract verification at each assertion site (e.g., only occasionally ensuring that a function

behaves correctly). In our meta-strategy implementation, we take some “checking rate” and verify

the given contract at that rate, skipping other verification sites. To provide this behavior, the

random meta-strategy proceeds as:

(MR1) the meta-strategy generates a random floating-point number n between 0 and 1;

(MR2) if n is less than the checking rate, performs contract verification, returning the result;

(MW3) otherwise, the monitor yields original expression to the initiating evaluator.

We implement this meta-strategy in λπ
cs as follows, where the random operator returns a random

value between 0 and 1:

Definition 6.3 (The random meta-strategy).

mon (random rate s) con exp B → if rate > (random)

then mon s con exp B

else exp

This meta-strategy provides an alternative mechanism for decreasing contract verification overhead

in favor of a spot-checking verification, eschewing some number of checks to recover performance

while providing a margin of verification. For example, consider a binary-search tree insertion oper-

ator bstInsert, which takes a value and tree and inserts the value into the tree using a binary-search

tree insertion algorithm. In Chapter 5, we discussed semi as a mechanism to recover asymptotic

behavior by delaying each check. Using random, we can introduce another alternative to eliminate

some overhead by probabilistically verifying bst/c on bstInsert one-tenth of the time:

bstInsertr ∆
= mon eager

(fun/c (random 0.1 eager) (bst/c (random 0.1 eager))
(fun/c eager nat/c eager (bst/c eager)))

bstInsert

The contract’s pre-condition enforces each bst/c via “random 0.1 eager”, ensuring verification only

proceeds (eagerly) one-tenth of the time. This will notably reduce the contract overhead of insertion

while still spot-checking that bstInsert exhibits correct behavior over the course of the program.

Moreover, we may still mix and match strategies, allowing us to, for example, use fconc to randomly,
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concurrently ensure the pre- and post-conditions:

bstInsertr ∆
= mon eager

(fun/c (random 0.1 fconc) (bst/c (random 0.1 fconc))
(fun/c eager nat/c (random 0.1 fconc) (bst/c (random 0.1 fconc))))

bstInsert

Using fconc as the sub-strategy and argument to bst/c, λπ
cs will probabilistically check each level

of the pre- and post-condition contracts in another process while the main program continues,

stripping away contract overhead in favor of spot-checked correctness.

6.3. The Memoization Meta-strategy—Caching Contract Results

In most modern contract systems, contract verification is pervasive to the point of impacting

program performance [17, 36, 37]. In this section, we introduce another alternative: when contracts

are idempotent (i.e., they will always return the same result for a given input), we may cache these

results, avoiding reverification in the future.

To implement this meta-strategy, we follow the standard approach to memoization in dynamic

programming solutions [19], establishing a hash map that contains contract-value pairs as keys and

verification results as values3. To this end, we will need the following operations:

• contains? check if a map contains a key, returning true or false accordingly;

• lookup returns the entry’s value in a map;

• and update-map adds a new entry and value to a map.

Using these operations, the memo meta-strategy:

(MM1) looks up the contract/expression pair in the provided map

(MR2) if the map contains the pair, it returns the result and dispatches appropriately;

(MW3) otherwise, it proceeds with contract evaluation, modifying the contract to store the

enforcement result in the memoization map.

The contract modification (MW3) is a subtle requirement: we cannot be sure the contract holds until

the underlying verification proceeds, and less-eager structures (such as semi) need a mechanism to

update the map after performing verification.

3We actually only need to retain the contract-value pairs, as negative results signal errors. We use a hash-map
interface for uniformity with other memoization approaches.
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We implement this meta-strategy as:

Definition 6.4 (The memo meta-strategy).

mon (memo map s) con exp B →
if contains? map (con, exp)

then if lookup map (con, exp)

then exp

else raise B

else let con′ = λ x b. case (catch inl (inr (con x b)));

y ▷ seq (update-map map (con, exp) false) (raise y);

z ▷ seq (update-map map (con, exp) true) z)
in mon s con′ exp B

As stated above, we use contract-expression pairs (as (con, exp)) with the associated memoization

map. In addition, we introduce the revised contract definition as con′: when the contract result is

not part of the map, we wrap the underlying contract check in a variation of the conres handler

that stores the verification result before reporting the result to the program (by either returning

the value or re-raising the violation, as necessary).

As with random, memo is particularly effective for reducing performance overhead for contracted

functions. For example, the following code will check each input and output to fibonacci exactly

once, memoizing the results4:

fibm
∆
= let map = emptyMap

fibCon = fun/c (memo map eager) nat/c (memo map eager) nat/c
in mon eager fibCon fibonacci B

Repeated invocations of fibm will store the pre- and post-condition verification results, trading

contract verification overhead for storage space.

6.4. The Transition Meta-Strategy—Ensuring State Machines with Verification

Our final verification meta-strategy deals with verifying state-based program behavior, similar to

the protocols described by Dimoulas et al. [30], wherein a series of contracts collaborate to ensure

a program is proceeding according to some state machine. The idea is that, instead of tracking or

maintaining an individual state, we can use collaborative contracts to model a program’s correct

behavior as a series of state transitions, ensuring the program performs a specific set of operations

4We use the subscript m to indicate a monitored variation.
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in a specific order, e.g., verifying that a program does not request an iterator’s next value without

first checking it has one [54].

To specify these transition rules, we introduce a pair of meta-strategies:

• The transition meta-strategy takes the strategy state (i.e., a memory reference to the current

state), a “from” state indicating the transition source, a “to-state” list of transition targets

(allowing us to model non-deterministic state transition machines), and a sub-strategy to

enforce the underlying contract:

transition state from [to-state] subStrat

We model “to-state” as a list in order to support non-deterministic machines, where the list

represents each of the valid next states. In addition, we assume that the current state value is

stored as such a list, classifying a valid transition as any transition whose “from” argument is an

element of this list. If the state list does not include this “from” argument, the meta-strategy

signals an error.

• The transition-as meta-strategy takes the strategy state and a procedure transition-f param-

eterized by the current strategy state, the contracted value, and blame information:

transition-as state op strat

If the transition function raises an error, the meta-strategy signals an error; otherwise, we

update the state with the function result and return the verification result to the user program.

Similar to dependent contracts, this meta-strategy allows the transition function to examine

the contract input, parameterizing its transition by the values currently flowing through the

program.

We define these two strategies as follows, using elem? to check if an individual element is in a list

to ensure correct transitions, raising errors when appropriate:

Definition 6.5 (The state-transition transition and transition-as meta-strategies).

mon (transition state from toList strat) con exp b → if elem? (!state) from
then seq state := toList

mon strat con exp b
else raise b
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Figure 6.1. A state machine ensuring a program checks an iterator has another element
before attempting to retrieve it.

mon (transition-as state op strat) con exp b → let rinput = mon strat con exp (indy b)
in seq state := catch (λ b′. raise b′)

(op (!state) rinput b)
mon strat con exp b

In transition-as, we once again use indy-style blame to ensure that the contract, and not the user

program, is correctly blamed for the error in the transition function.

We also provide makeContractState to create a contract state:

makeContractState ∆
= λ startState. ref [startState]

We can now use this transition-style meta-strategy to ensure that, for example, a program uses a

list iterator correctly, always calling hasNext on the iterator (and receiving true) before invoking

next to retrieve the next iterator value. (We provide the state machine describing this property in

Figure 6.1.)

In order to model this behavior in λπ
cs using our transition-based meta-strategies, we treat state

machine errors as contract errors and write monitors that model and enforce this behavior for
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hasNext and next, implementing the next/c and hasNext/c contracts as:

iterState ∆
= makeContractState “unknown"

hasNextTrans ∆
= λ curState conRes b. if (force conRes) then [“some"] else [“none"]

hasNext/c ∆
= fun/c eager iter/c (transition-as iterState hasNextTrans eager) any/c

next/c ∆
= fun/c eager iter/c (transition iterState “some" [“unknown"] eager) any/c

In this encoding, we use strings to represent each state5 as follows:

• For hasNext, the state transition depends on the procedure’s result, and thus we must use

transition-as with the user-defined hasNextTrans to determine the correct transition state

(i.e., “some" if hasNext returns true and “none" if hasNext returns false).

• We model next’s behavior using transition, where the only valid transition is from “some" to

“unknown"; using next on an iterator in any other state will produce a runtime violation in

accordance with our implementation of transition.

Using these definitions, we can now define nextm and hasNextm, monitored variants of next and

hasNext that use these contracts:

nextm
∆
= mon eager next/c next B

hasNextm
∆
= mon eager hasNext/c hasNext B

These monitored procedures ensure each iterator uses hasNextm before nextm:

let iter = toIterator [1]
in if (hasNextm iter) then (nextm iter) else unit
⇒∗ 1

let iter = toIterator [1]
in nextm iter

⇒∗ raise B

In the first example, the program terminates as expected. In the second, however, the program

invokes nextm on the iterator before invoking hasNextm, an invalid state transition, and the transi-

tion-enforcement mechanism raises an error.

5Recall that any/c is the permissive contract that allows for any result.
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6.5. Additional Contract Meta-strategies

As with verification strategies, this collection of meta-strategies is only an initial exposure of the

design space, intended as a starting point for further design and discussion. In this section, we

introduce three additional meta-strategies, sketching their encodings in the λπ
cs framework.

6.5.1. Two-Way Communication.

Our comm strategy provides one-way communication with a process, but advanced verification

structures frequently require two-way interaction. We can provide this two-way operation as a

meta-strategy with call/return style communication. This comm/ret meta-strategy proceeds as

comm, taking a procedure and a channel, writing the procedure’s result across the channel. In

addition, the comm/ret strategy reads a verification flag from the channel, allowing the process to

signal a verification error to the monitoring form. We define this strategy as:

Definition 6.6 (The comm/ret meta-strategy).

mon (comm/ret f i s) con exp B → let x = mon s con exp B

in
seq(write ι (f (mon s con exp (indy B))))

if (read ι) then unit else raise B

x

As we will see in the Section 6.6, this strategy allows us to use communication with a secondary

process to verify global program properties, e.g., ensuring that a tree is full by using our secondary

process to track the depth of leaf node, signaling an error if any two nodes occur at different depths.

6.5.2. Optional Verification.

Dimoulas et al. [29] define option contracts, wherein modules may optionally “exercise” (verify)

or “waive” (discard) contract verification, avoiding unnecessary contract verification to recover

performance. It is possible to replicate this type behavior in λπ
cs as a sort of option meta-strategy,

utilizing our delaying structures in λπ
cs to encode contracts via a procedure that, when forced,

accepts “exercise" and “waive" as inputs, performing the appropriate operation in each case:
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Definition 6.7 (The option meta-strategy).

mon (option strat) con exp B → delay (λ op. if op == “exercise"
then mon con strat exp b

else if op == “waive"
then exp

else raise B)

We may additionally define exercise and waive to force the value and provide the appropriate input,

allowing us to exercise or waive any option-verified contracts.

exercise := λ x. (force x) “exercise"

waive := λ x. (force x) “waive"

While this meta-strategy replicates the basic style of option contracts, their original presentation

also provides a blame characterization in which waived contracts may blame the waiving party if a

violation is later discovered. Our calculus does not support the rich blame encoding infrastructure

used by Dimoulas et al. [29], however, and incorporating this style of blame-carrying calculus with

λπ
cs remains a future work.

6.5.3. Security Enforcement Contracts.

Moore et al. [68] introduce contracts to model authorization and access control, which provide a

domain-specific language for writing security-centric contracts, ensuring specific procedures cannot

call specific operations (e.g., reading a file’s contents). To recreate this behavior, we can introduce a

security meta-strategy that supports the custom syntactic forms described by Moore et al. [68]. This

system will also require us to further modify λπ
cs to support the dynamically-bound parameter scope

system this contract model requires, which we speculate we may encode via process interactions in

our λπ
cs framework. Such an encoding remains as future work in the meta-strategy design space.

6.6. Contracts as Generalized Runtime Effects

As discussed earlier in this chapter, Orchard and Yoshida [70] explore the dual nature of algebraic

effects and session-style processes, demonstrating that we may directly encode algebraic effects in

terms of processes. This encoding relies on the notion that algebraic effects may be modeled as

separate, interacting processes, e.g., a recursive process may serve as a “state” effect by accepting

get and put operations across a channel, responding appropriately and recurring on itself with the
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current state. In the context of λπ
cs, a contract communicating with such an “effect” can utilize

these operations to interact with the effect for verification purposes, allowing us to encode any

general runtime verification effect expressible as an algebraic effect and/or session as part of the

λπ
cs semantic framework.

To illustrate the utility of this approach, we spend the rest of this section developing the effect-based

tree fullness contract previously described in Chapter 5, using the comm/ret meta-strategy and a

secondary, state management process to develop an effect-based semi-eager tree fullness contract.

The tree contract will keep track of the current tree depth, reporting it to the state effect process

at each leaf node, and the state effect process will ensure that each leaf node occurs at the same

depth (ensuring the tree is full), recurring with the depth value.

We begin with defining the state effect process as a procedure that takes a communication channel i.

This procedure uses a recursive fixpoint to maintain its state as an argument between invocations,

initializing it with -1 and modifying it based on its interactions (e.g., tracking the depth of the

tree’s leaf nodes):

stateProc ∆
= λ i.

let s = µ stateProc state.

let action = read i

in if (fst action == “end")
then unit
else if ((fst action) == “depth") and state < 0

then seq write i true
stateProc (snd action)

else if (fst action) == “depth"
then if (snd action) == state

then seq write i true
stateProc (snd action)

else seq write i false
stateProc (snd action)

else stateProc state

in s -1

We structure this state effect as a session-style recursive procedure, where each loop of the process

reads an action across the communication channel i and then performs the appropriate behavior:

• If the i input is a pair whose first element is “end", the manager terminates with unit.
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• If the i input is a pair whose first element is “depth", we compare the second element of the

pair with the recursive state:

– If the recursive state is less than zero, indicating the state has not seen a correct depth

yet, we write true across i (indicating the contract holds) and recur with the second

element.

– If the two states match (indicating the leaf nodes are at the same depth, and thus this

part of the tree is also full), we write true across i (indicating the contract holds) and

recur with the depth value.

– If the state does not match the new input, we write false across i (indicating that

comm/ret should signal a contract violation) and recur with the depth value.

• If the message does not match one of the two forms above, we discard it, recurring appropri-

ately.

Using this definition, we can now write a fullness contract that interacts with this state effect

process to semi-eagerly verify tree fullness, using comm/ret at the leaf nodes to report the depth

of each leaf node to the state effect:

full/pc := λ i. (56)

let full = µfull depth.
tree/dc any/c (comm/ret i (λ _. (“depth", d)) eager)

nat/c semi
(λ _. full (d + 1))

(λ _. full (d + 1))

semi
in full 0

We can verify this contract on a tree by allocating a channel, spawning our state process, and

proceeding with verification:

let i = chan
in seq (spawn (stateProc i B) )

(mon (full/pc i) semi tree B)

As the program explores the contracted tree, each node will semi-eagerly propagate its depth

downward to its subcontracts, and each leaf node will report its depth to the state process. If any

two leaves occur at different depths, indicating the tree is not full, and the program explores both

leaves, the comm/ret form will receive false and raise an error at the exploration site.
101



While this state procedure resembles the timer implementation in §6.1, this approach illustrates a

more general result: our λπ
cs framework allows programmers to write effectful contracts that forgo

ad-hoc effect interactions in favor of these principled effect interaction mechanisms. Moreover, this

allows contracts to interact with any algebraic effect, subsuming the majority of programmatic

effects [10, 12, 56, 64, 70]. The multi- and meta-strategy approach in λπ
cs provides a generalized

interaction system between these types of effects and contract monitors.
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C H A P T E R 7

Pisces: An Implementation with Advanced Examples

synopsis
Thus far, we have used λπ

cs to define a runtime verification framework with contract

primitives, introducing verification strategies and meta-strategies to provide myriad ver-

ification (and inspection) behaviors. Recall, however, our claim in Chapter 4 that the

λπ
cs features we used to build our verification framework are standard to many modern

languages. To realize this claim, we now introduce Pisces, an extensible verification

library for the Clojure programming language that follows our formal semantics. In this

chapter, we introduce basic Clojure syntax (§7.1), present Pisces incrementally as a se-

ries of Clojure definitions (§7.2), and use Pisces to recreate examples from our previous

chapters (§7.4).

In Chapter 4, we described the only four mechanisms required to encode our multi-strategy veri-

fication system in an existing language: error propagation (including raising and catching errors),

forcing and delaying expressions, processes with communication, and, finally, some mechanism to

delay arguments before evaluation.

In this chapter, we demonstrate this in the Clojure programming language [49], using its implemen-

tation of these features to define Pisces, an extensible runtime verification library that provides

many of the same facilities as our λπ
cs-based verification framework. First, however, we take a mo-

ment to introduce and discuss the Clojure language, explaining its basic syntactic forms, in order

to explain our Pisces implementation.

7.1. Basic Clojure Operations

Clojure is a higher-order, functional language in the Lisp family [49, 65] that natively targets the

Java Virtual Machine (JVM) [62]. Its syntax introduces minor syntactic variations on classic Lisp

expressions, but overall follows the standard structure of Lisp programs. This section provides
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a brief overview of these syntactic operations, and we refer the interested reader to the Clojure

documentation for more details [49].

7.1.1. Basic Syntax

As with other Lisp dialects, Clojure’s basic unit of code is the function, which we may define as:
1 ( de fn add1
2 [ x ]
3 (+ x 1) )

In this example, we use the defn form to indicate we are creating a new function definition, providing

the name add1, a list of arguments (in this case, the single argument x), and the function body

“(+ x 1)” (which uses Clojure’s prefix-style syntax to increment the function’s input by 1).

Clojure also provides a let form, similar in behavior to our let form in λπ
cs, as:

1 > ( l e t [ x 1
2 y 2 ]
3 (+ x y ) )
4 => 3

In this example, x is bound to 1 and y is bound to 2, producing 3 as the final result of the let body

“(+ x y)”. Note that, unlike our own let form, Clojure does not symbolically delineate bindings in

its let binding form.

Beyond these basics, Clojure maintains many features of Lisp, including higher-order functions.

For example, we may define app−to−5, which applies its input argument (as a procedure) to 5:

1 ( de fn app - to - 5
2 [ f ]
3 ( f 5 ) )
4
5 > ( app - to - 5 add1 )
6 => 6

In this example, we pass add1 to app−to−5, which then applies add1 to 5, yielding 6. In addition to

higher-order procedures, Clojure also supports anonymous functions via fn:

1 > ( app - to - 5 ( fn [ x ] (+ x 2 ) ) )
2 => 7

Here, we provide the function “(fn [x] (+ x 2))” to app−to−5, yielding 7 as the program result.

7.1.2. Advances Features of Clojure

In addition to the basic forms above, Clojure provides a number of operations we will use over the

course of developing Pisces, including defining and using record structures, raising errors, Clojure’s
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delay and @ operators, and syntactic macros (to avoid over-evaluation). As we will see in the next

section, we may elide the need for error propagation and process creation to simplify our Pisces

implementation.

Records in Clojure. Clojure allows programmers to define record structures via defrecord . For

example, we can define a record that represents a point in 2D space:

1 ( d e f r e c o r d Po in t [ x y ] )

This definition introduces a new constructor Point. that creates a Point record with fields x and y1:

1 ( de f p o i n t - a ( Po in t . 2 5 ) )

We can retrieve values from a record by affixing : to the name of its field, resulting in record

accessors:
1 > ( : x p o i n t - a )
2 => 2
3
4 > ( : y p o i n t - a )
5 => 5

Further, we can ask if a given value is an instance of a specific record as:
1 > ( i n s t a n c e ? Po in t p o i n t - a )
2 t r u e
3
4 > ( i n s t a n c e ? Po in t 25)
5 f a l s e

Finally, we observe that records in Clojure are modeled as Java classes in the JVM, which is relevant

to our discussion of errors below.

Errors in Clojure. Since Clojure is based on the JVM, which works with Exception objects, we

must create such objects to raise errors. Clojure provides this creation through its record-creation

syntax as:

1 ( Excep t i on . " t e s t e r r o r " )

Here, " test error " is an error message to report to the user when raising the exception.

We may raise this exception (escaping the surrounding program context), via Clojure’s throw oper-

ation:

1 > (+ (+ 2 3) ( throw ( Excep t i on . " t e s t e r r o r " ) ) )
2 => Excep t i on t e s t e r r o r <debug i n f o . . . >

1Observe that we use def instead of defn here to indicate to Clojure that we are defining a value (not a procedure
using its procedure syntax).
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In this example, throwing our exception discards the outer addition context, reporting the exception

as the program result.

Delaying and Forcing Expressions. Similar to λπ
cs, Clojure allows us to delay expressions via a

delay operation, producing a delayed value:

1 > ( d e l a y (+ 2 3) )
2 => <d e l a y e d . . . . >

In this example, the sub-expression “(+ 2 3)” is stored, unevaluated, as a delayed value. Clojure

also provides a short-hand forcing operation @ for evaluating these delayed values:
1 > ( l e t [ x ( d e l a y (+ 2 3 ) ) ]
2 @x)
3 => 5

In this example, the @ affixed to the front of the expression acts as a forcing form, evaluating the

sub-expression and yielding 5 as a result.

Syntactic Macros. Clojure provides syntactic macros, allowing users to write language forms

for rewriting syntax. For example, we may use Clojure’s defmacro to write a syntactic form that

produces a new, unevaluated expression from its input:
1 ( defmacro p l u s - t h r e e
2 [ x y z ]
3 ’(+ ~x (+ ~y ~z ) ) )

In this definition, we use the quote operator “ ’” to indicate we are creating a new syntactic form

and the unquote operator “~” to embed the expressions bound to x, y, and z, yielding the final

term:
1 > ( p l u s - t h r e e (∗ 2 3) 3 4)
2 -> (+ (∗ 2 3) (+ 3 4) )
3 => 13

As we will see in the next section, this syntax-rewriting mechanism will ultimately allow us to

define a mon form that delays the monitored term’s evaluation in the appropriate way.

7.2. Implementing the Pisces Library

With a basic understanding of Clojure’s syntax, we now turn our attention to Pisces, introduc-

ing our implementation incrementally: first, we introduce record structures for creating blame,

strategies, and meta-strategies; next, we define our monitoring form (e.g., mon) in terms of these

structures; after that, we use these structures to define a series of contract combinators; and, fi-

nally, we define a number of strategies and meta-strategies to use with this core. This piecewise
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implementation approach ensures Pisces is extensible, allowing programmers to define additional

verification strategies and contract combinators for their own use.

7.2.1. Core Pisces

We begin with defining the blame, strategy, and meta-strategy record structures and the mon

syntactic macro, allowing us to define the rest of the Pisces library in terms of these definitions.

Blame. Our blame structure follows our previous λπ
cs presentation (which, in turn, follows Dimoulas

et al. [27]), using a three-value Blame record to maintain a server (accounting for the monitored

value), a client (accounting for the program context), and the contract itself:

1 ( d e f r e c o r d Blame [ s e r v e r c l i e n t c o n t r a c t ] )

In addition to this record form, we define invert−blame and indy−blame to allow combinators to

correctly restructure blame information as necessary:
1 ( de fn i n v e r t - blame
2 [ blame ]
3 ( Blame . ( : c l i e n t blame ) ( : s e r v e r blame ) ( : c o n t r a c t blame ) ) )
4
5 ( de fn i ndy - blame
6 [ blame ]
7 ( Blame . ( : c l i e n t blame ) ( : c o n t r a c t blame ) ( : c o n t r a c t blame ) ) )

These definitions each create a new Blame. record, using the associated record accessors to rearrange

the blame information as appropriate. We also introduce blm as an initial blame value:

1 ( de f blm ( Blame . " s e r v e r " " c l i e n t " " c o n t r a c t " ) )

This value allows programmers to test blame locally without manually writing each individual field.

Automatically extracting blame information, such as in Racket [36], remains future work.

Strategy and Meta-Strategy Records. In Pisces, we model each strategy and meta-strategy

as an instance of a Strategy or Metastrat record, respectively. These records carry verification im-

plementations, ensuring verification behavior is implicitly strategy-defined (as part of each record’s

impl field) , allowing users to define their own verification strategies. We define these records as:

1 ( d e f r e c o r d S t r a t e g y [ sname imp l ] )
2
3 ( d e f r e c o r d Meta s t r a t [ sname imp l s u b s t r a t ] )
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The Strategy record takes a strategy name and an associated implementation procedure that rep-

resents how to proceed with verification, and, similarly, the Mestrat takes a strategy name, imple-

mentation, and verification sub-strategy describing how underlying verification should proceed2.

We postpone defining individual verification strategies until the next section, first focusing on how

mon will use these individual strategies in order to guide our implementation.

Defining Monitors. We define the mon language form in terms of two sub-procedures, mon-flat and

mon-meta, which retrieve and invoke the : impl field from strategies and meta-strategies, respectively.

Our mon-flat proceeds as follows:
1 ( de fn mon - f l a t
2 [ c o n t r a c t s t r a t dterm blame ]
3 ( cond
4 ( i n s t a n c e ? S t r a t e g y s t r a t )
5 ( ( : imp l s t r a t ) c o n t r a c t dterm blame )
6 : e l s e ( throw ( Excep t i on . ( s t r " I n v a l i d s t r a t e g y : " s t r a t "\n" ) ) ) ) )

In this implementation, mon-flat expects a contract to verify, a strategy strat , monitored value

dterm (which, as we will see below, is delayed as part of mon to avoid over-evaluation), and blame

information. The implementation proceeds by ensuring strat is a strategy before retrieving the

implementation (via : impl), and applying it to the other inputs3.

Our mon-meta procedure follows this definition, accepting the same series of arguments and dis-

patching based on the input strategy4:
1 ( de fn mon - meta
2 [ c o n t r a c t s t r a t dterm blame ]
3 ( cond
4 ( i n s t a n c e ? Meta s t r a t s t r a t )
5 ( ( : imp l s t r a t ) c o n t r a c t ( : s u b s t r a t s t r a t ) dterm blame )
6 ( i n s t a n c e ? S t r a t e g y s t r a t )
7 (mon - f l a t c o n t r a c t s t r a t dterm blame )
8 : e l s e ( Excep t i on . ( s t r " I n v a l i d s t r a t e g y : " s t r a t "\n" ) ) ) )

In the case that strat is a Metastrat, we retrieve the implementation and apply it to the contract,

monitored term, verification sub-strategy (which we retrieve with “( : substrat strat )”), and blame

information. If strat is a Strategy, however, we dispatch to mon-flat to handle it. This definition

allows us to use mon-meta as the single entry point for verification, thus defining mon as a macro

that rewrites to an invocation of mon-meta as:

2It’s possible that meta-strategies should manage substrategies as part of their own implementation, but we leave
this possibility as future work.
3If the strat argument is not a Strategy, we throw the appropriate exception.
4We use Clojure’s cond operator, which takes a series of tests and associated clauses, evaluating the first clause whose
associated test returns true.
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1 ( defmacro mon
2 " Check a c o n t r a c t w i th a s p e c i f i c s t r a t e g y "
3 [ c o n t r a c t s t r a t exp r blame ]
4 ‘ (mon - meta ~ c o n t r a c t ~ s t r a t ( d e l a y ~ exp r ) ~blame ) )

In order to ensure contracted expressions are not immediately evaluated, we use Clojure’s defmacro

to wrap expr in a delay form before passing it into mon-meta. This delayed structure may then be

forced by each strategy if and when it becomes necessary, allowing individual verification strategies

to avoid over-evaluation.

Finally, we define an extract operator, analogous to force in λπ
cs, to force delayed expressions (and,

as we will see later, computational futures):

1 ( de fn e x t r a c t
2 [ exp ]
3 ( i f ( o r ( d e l a y ? exp ) ( f u t u r e ? exp ) ) @exp exp ) )

Our extract operation checks if the input is a delayed term or computation future, forcing either

and returning the expression in any other case. This allows us to blindly extract any value without

Clojure producing an error due to the misapplication of its @ operator.

7.2.2. Contract Combinators

With our core definitions in place, we now turn our attention to defining predc, pairc , and func in

terms of mon and the blame definitions in the previous section, introducing each as a “user-level”

procedure on top of this core system. As with λπ
cs, we encode contracts as functions that take a

monitored value and blame information as input and perform their own verification, maintaining

our contract-agnostic verification approach in Pisces.

Predicate Contracts. We start with predc, a predicate contract combinator, taking a predicate

as input and returning a verification procedure that will return the input or raise an error (based

on the verification result):

1 ( de fn predc
2 [ f ]
3 ( fn [ x blame ]
4 ( i f ( f x )
5 x
6 ( throw ( Excep t i on .
7 ( s t r " Cont rac t v i o l a t i o n : " x
8 " v i o l a t e d " f "\n" " Blame : " blame ) ) ) ) ) )

This definition follows our previous pred/c definition, using Clojure’s throw operator to raise the

appropriate error when the predicate does not hold.
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As expected, we may now use this definition to recreate our previous contracts in Clojure, e.g. anyc

and natc:
1 ( de f anyc ( p redc ( fn [ x ] t r u e ) ) )
2
3 ( de f natc ( p redc ( fn [ x ] (>= x 0 ) ) ) )

To define anyc, we invoke predc on “(fn [x] true)”, a predicate will returns true for any input, and,

similarly, we define natc with a predicate that verifies its input is greater than or equal to zero. We

will use these predicates in the next section to demonstrate that our verification strategy definitions

proceed correctly.

Pair Contracts. Similar to predc, our definition of pairc follows our pair/c definition in Chapter 5,

where we use Clojure’s list-creation syntax [ fst snd] to create a two-element list of monitored

results:
1 ( de fn p a i r c
2 [ c1 c2 s ]
3 ( fn [ p a i r blame ]
4 [ ( mon c1 s ( f i r s t p a i r ) blame )
5 (mon c2 s ( second p a i r ) blame ) ] ) )

In this presentation, we opt for a single strategy parameter to pairc , deviating from pair/c by

accepting and using the same strategy argument s for both subcontract verifications.

Using this combinator, we can now define natpairc , a strategy-parameterized contract that verifies

each element in a pair is a natural number:
1 ( de fn n a t p a i r c
2 [ s t r a t ]
3 ( p a i r c natc natc s t r a t ) )

Function Contracts. Finally, we define func, a variant of fun/c from Chapter 5. Unlike our previous

definition, this implementation deals with a variable number of arguments, allowing the user to write

contracts for functions with multiple inputs. For example, using func, we may write a contract for a

binary-search tree insertion procedure that takes a tree and insertion value as inputs, semi-eagerly

verifying the input tree is a binary-search tree, eagerly verifying the input value is a natural number,

and, finally, eagerly verifying its result is a binary-search tree. We would hope to write such a

contract as:

1 ( de f b s t - i n s e r t c - s e s
2 ( func b s t c semi natc eage r b s t c eage r ) )

In order to handle this variable-arity input, we must pre-process the contract inputs, “raveling”

together the contract-strategy pairs and grouping them with the appropriate function argument at

each invocation. To this end, we begin with defining a specialized con−ravel procedure:
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1 ( de fn con - r a v e l
2 [ a r g s i n s ]
3 ( i f ( empty? i n s )
4 ( l i s t )
5 ( cons ( concat ( take 2 a r g s ) ( l i s t ( f i r s t i n s ) ) )
6 ( con - r a v e l ( drop 2 a r g s ) ( r e s t i n s ) ) ) ) )

This procedure takes a list of args, representing the contracts and their strategies, and a list of ins ,

representing the contracted procedure’s input. It then “ravels” these lists together by retrieving

the first two elements of args (a contract and its strategy) and combining it with the first element

of ins , proceeding recursively until there are no more procedure arguments (and raising a runtime

error if there are an insufficient number of contract-strategy pairs).

Using this definition, we build func as follows:
1 ( de fn func
2 [& s c s ]
3 ( fn [ f blame ]
4 ( fn [& i n s ]
5 ( l e t [ l (∗ 2 ( count i n s ) )
6 c l ( count s c s ) ]
7 ( i f ( not (= (+ 2 l ) c l ) )
8 ( throw
9 ( Excep t i on . " I n v a l i d number o f arguments f o r c o n t r a c t s " ) ) )

10 ( l e t [ mon - s e t s ( con - r a v e l s c s i n s )
11 p o s t s ( drop l s c s ) ]
12 (mon ( f i r s t p o s t s )
13 ( second p o s t s )
14 ( app l y f
15 (map ( fn [ x ]
16 (mon ( f i r s t x )
17 ( second x )
18 ( second ( r e s t x ) )
19 ( i n v e r t - blame blame ) ) )
20 mon - s e t s ) )
21 blame ) ) ) ) ) )

Unlike our previous two combinators, this definition departs from its λπ
cs counterpart, and thus we

walk through it line-by-line:

• (line 1) we define the func form;

• (line 2) func takes a variable number of arguments as [& scs ], which indicates to Clojure to

bind all of the arguments to scs as a list;

• (line 3) we follow our λπ
cs definition of fun/c, accepting a procedure to monitor and its associated

blame information;

• (line 4) we produce a new, variable-argument procedure whose inputs are bound, as a list, to

ins as the contract result;
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• (line 5–9) when applied, we ensure that ins has the appropriate number of arguments to match

our contracts, and otherwise signal an error;

• (lines 10–11) we group together the input contracts with their strategies as mon−sets and bind

the post-condition with its strategy as posts;

• (lines 12–13) we monitor the post-condition on the procedure result;

• (line 14) we apply the monitored procedure f to the monitored pre-condition arguments

• (lines 15–20) and, as the input to f, we map over mon−sets, monitoring each contract on its

appropriate input.

While complicated in construction, this provides an elegant interface for users to define contracts

for any function regardless of argument count. For example, we can use func to define a function

contract with one input and one output, ensuring each is a natural number, and to define a function

contract with two inputs and a single output:
1 ( de fn nat - natc
2 ( func natc eage r natc eage r ) )
3
4 ( de fn na txna t - natc
5 ( func natc eage r natc eage r natc eage r ) )

Out first contract, nat−natc, will verify the monitored procedure takes and returns natural numbers

while our second, natxnat−natc, will verify the monitored procedure takes two natural numbers as

arguments and returns a natural number.

7.2.3. Defining Contracts and Strategies

With our structural definitions, monitoring forms, and combinators in place, we now define a num-

ber of verification strategies for Pisces using the Strategy record structure, developing implementa-

tions of skip, eager, semi-eager, promise-based, concurrent, and spot-checking verification. These

implementations, given in Figure 7.1, each generally follow our semantic descriptions in Chapter 5,

but we omit process creation and communication whenever possible to reduce the computational

overhead of verification.

Skip Verification. The skip verification strategy skips enforcement, discarding its contract and

returning the monitored value. In our implementation, we define skip-check , the skip verification

procedure, as a function that applies extract to the delayed term and returns the result. Then,

using this procedure, we define a Strategy instance skip that uses skip-check as its implementation.

The resultant strategy will forgo all contract checking.
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1 ; Sk ip S t r a t e g y
2 ( de fn s k i p - check
3 [ c o n t r a c t dterm blame ]
4 ( e x t r a c t dterm ) )
5
6 ( de f s k i p ( S t r a t e g y . " s k i p " s k i p - check ) )
7
8 ; Eager S t r a t e g y
9 ( de fn eage r - check

10 [ c o n t r a c t dterm blame ]
11 ( c o n t r a c t ( e x t r a c t dterm ) blame ) )
12
13 ( de f eage r ( S t r a t e g y . " eage r " eage r - check ) )
14
15 ; Semi - Eager S t r a t e g y
16 ( de fn semi - check
17 [ c o n t r a c t dterm blame ]
18 ( d e l a y ( c o n t r a c t ( e x t r a c t dterm ) blame ) ) )
19
20 ( de f semi
21 ( S t r a t e g y . " semi - eage r " semi - check ) )
22
23 ; Promise - based V e r i f i c a t i o n
24 ( de fn prom - check
25 [ c o n t r a c t dterm blame ]
26 ( f u t u r e ( c o n t r a c t ( e x t r a c t dterm ) blame ) ) )
27
28 ( de f prom ( s t r a t e g y . " p romi se " prom - check ) )
29
30 ; Concur rency - based V e r i f i c a t i o n
31 ( de fn conc - check
32 [ c o n t r a c t dterm blame ]
33 ( l e t [ v ( e x t r a c t dterm ) ]
34 ( do ( a/go ( c o n t r a c t v blame ) )
35 v ) ) )
36
37 ( de f conc ( S t r a t e g y . " conc " conc - check ) )
38
39 ; Spot - check i ng V e r i f i c a t i o n
40 ( de fn sp o t - check
41 [ g e n e r a t o r ]
42 ( fn [ c o n t r a c t dterm blame ]
43 ( l e t [ f ( e x t r a c t dterm ) ]
44 ( i f ( not ( fn ? f ) )
45 ( throw ( Excep t i on . ( s t r f " i s not a f u n c t i o n " ) ) ) )
46 ( l e t [ c ( c o n t r a c t f blame ) ]
47 ( d o a l l
48 (map ( fn [ x ] ( c x ) ) ( gen/ sample g e n e r a t o r 2 0 ) ) )
49 f ) ) ) )
50
51 ( de fn sp o t
52 [ g ]
53 ( S t r a t e g y . " spo t " ( sp o t - check g ) ) )

Figure 7.1. Monitoring strategy implementations in Clojure.
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For example, consider applying natc to −1 under the skip strategy:

1 > (+ 5 (mon natc s k i p - 1 blm ) )
2 => 4

This strategy allows programmers to disable runtime verification errors (such as in the case of

deployed systems), or allow programmers to use meta-strategies with effectful operations while

forgoing contract verification itself.

Eager Verification. Our eager verification strategy in Pisces follows our definition in Chapter 5,

suspending the user evaluator, completely verifying the contract, and continuing with the result:
1 > (+ 5 (mon natc eage r - 1 blm ) )
2 => Cont rac t V i o l a t i o n : ‘ - 1 ‘ v i o l a t e d ‘ natc ‘
3 Blame : . . .

To implement eager, we define the procedure eager-check to perform eager verification, applying

the input contract as a procedure to the (evaluated) monitored term and the blame information,

allowing it to proceed with verification (eschewing process creation to minimize overhead). Then,

as with skip , we use eager-check to define eager as an instance of the Strategy record.

Semi-eager Verification. As with λπ
cs, we introduce semi-eager verification in Pisces as semi,

allowing programmers to postpone contract verification until the program requires the verification

result. To reproduce semi-eager verification in Pisces, we define a semi-check procedure which

applies delay to the verification expression “(contract ( extract dterm) blame)”, yielding a delayed

expression. When the program forces the delayed expression (via extract ), the evaluator proceeds

with contract verification, returning the verification result to the user portion of the program:
1 > (mon natc semi 5 blm )
2 => <d e l a y . . . ( natc 5) . . . >
3
4 > ( l e t [ x (mon natc semi - 1 blm ) ]
5 (+ ( f a c t 5) ( e x t r a c t x ) ) )
6 => Cont rac t V i o l a t i o n : ‘ - 1 ‘ v i o l a t e d ‘ natc ‘
7 Blame : . . .

In the first example, we see that the verification expression yields a delayed form. In the second

example, invoking extract on x proceeds with verification, signaling a contract violation (since −1

is not a natural number).

Promise-based Verification. In order to recreate promise-style verification in Pisces, we borrow

Clojure’s built-in parallelism operation future , which uses the JVM’s existing thread model to

perform parallel evaluation of a given term [51]. To this end, our prom−check implementation wraps

future around the underlying verification expression, creating a new process to perform evaluation
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while returning a promise-style future to the user program. As with semi, the user program may

retrieve this verification result via the extract operator, signaling any violation errors at that time.
1 > (mon natc prom 5 blm )
2 => <f u t u r e . . . ( natc 5) . . . >
3
4 > ( l e t [ x (mon natc prom - 1 blm ) ]
5 (+ ( f a c t 5) ( e x t r a c t x ) ) )
6 => Cont rac t V i o l a t i o n : ‘ - 1 ‘ v i o l a t e d ‘ natc ‘
7 Blame : . . .

As with to semi, our first example produces a computational future form and our second example

signals a contract violation when extracting x.

Concurrent Verification. Our next verification strategy is conc, which provides concurrent ver-

ification behavior in the style of the “best-effort” verification mechanisms from Chapter 5, using

Clojure’s core .async library to create concurrent verification processes that are discarded when the

user program terminates. To define this behavior, we import the core .async library as “a”, and use

a/go (i.e., go as defined in core .async) to create a new process for verification. Then, to define con-

current verification, we extract the dterm expression, binding it to v, and then proceed to create a

new, concurrent process with the appropriate verification expression before returning the evaluated

term to the initiating process. We also observe that, in Clojure, the monitoring process will signal

a contract violation but will not stop other processes from running:
1 > ( l e t [ x (mon natc conc - 1 blm ) ]
2 (+ x x ) )
3 => Cont rac t V i o l a t i o n : ‘ - 1 ‘ v i o l a t e d ‘ natc ‘
4 Blame : . . .
5 - 2
6 ; o r => - 2 w i thout an e r r o r

In this example, the program will yield −2 as a result, but may also signal the contract violation to

the user. This behavior, then, creates the “soft” verification mechanisms described in Chapter 5.

Spot-Checking Verification. Finally, we implement a spot-checking verification mechanism for

functions, utilizing Clojure’s input generators to verify the function’s pre- and post-condition con-

tracts hold for some number of generated inputs [30, 33]. To develop this verification technique

in Pisces, we define the verification strategy spot using Clojure’s test.check generator library (im-

ported as gen). Then, to encode spot-checking verification, we define spot-check, which takes a

generator as input and produces a verifier that, when evaluated, takes 20 elements from the gen-

erator and applies the contracted function to each input. If the contract produces a violation, the
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spot-checker reports it to the user process; otherwise, the verifier returns the original function as

the contract result.

Unlike our previous strategies, we do not define a single Strategy record using spot-check. Instead,

we define a spot procedure that takes an input generator and creates a new Strategy instance for

it. This hints at the extensible nature of Pisces: each invocation of spot develops a bespoke

verification strategy for the given generator, allowing users to store and reuse these strategies.

For example, using spot and Clojure’s test.check natural number generator as gen/nat, we may define

and use a spot-checking strategy to ensure a procedure works over natural numbers:
1 ( de f sp o t - check - nat ( sp o t gen/ nat ) )
2
3 > (mon nat - natc sp o t - check - nat ( fn [ x ] (+ x 1) ) blm )
4 => <. . . f u n c t i o n . . . >
5
6 > (mon nat - natc sp o t - check - nat ( fn [ x ] ( - x 10) ) blm )
7 => Cont rac t V i o l a t i o n : output ‘ - 8 ‘ v i o l a t e d ‘ natc ‘

In these examples, we reuse the bespoke spot-check−nat to spot-check that two procedures take and

return natural numbers, detecting a violation in the second case.

Overall, this approach to defining new strategies allows programmers to write customized verifica-

tion strategies, extending Pisces to fit their program’s requirements.

7.2.4. First-class Strategy Verification.

As with λπ
cs, our Pisces library treats strategies as first-class values and, as such, programmers can

use the same multi-strategy verification approaches as we saw in Chapter 5. For example, consider

a recursive definition of factorial that extracts its input:
1 ( de fn f a c t
2 [ x ]
3 ( l e t [ n ( e x t r a c t x ) ]
4 ( i f ( z e r o ? n ) 1 (∗ n ( f a c t ( - n 1 ) ) ) ) ) )
5
6 > (+ ( f a c t (mon natc semi 5 blm ) ) ( f a c t 5 ) )
7 => 240

Using func, we can define a strategy-parameterized contract as:

1 ( de fn na t f unc [ s t r a t ] ( func natc s t r a t natc eage r ) )

We parameterize this contract by its pre-condition subcontract, dictating how to enforce natc on the

contracted function’s input, fixing the post-condition strategy. Using this variance, we can choose

multiple verification behaviors:
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1 ( de f f a c t - ee (mon ( na t f unc eage r ) eage r f a c t blm ) )
2
3 > ( f a c t - ee 5)
4 => 120

1 ( de f f a c t - s e (mon ( na t f unc semi ) eage r f a c t blm ) )
2
3 > ( f a c t - s e 5)
4 => 120

1 ( de f f a c t - s p o t (mon ( na t f unc eage r ) sp o t - check - nat f a c t blm ) )
2
3 > ( f a c t - sp o t 5)
4 => 120

In our first example, we use the eager strategy; in the second, we check the pre-condition via

semi-eager verification; in our final example, we once again use spot-check−nat to spot-check that

the underlying fact procedure works over natural numbers, using eager to ensure the pre- and

post-conditions hold for each random test.

7.3. Meta-strategies in Pisces

The last component of our Pisces implementation focuses on meta-strategies, developing with,

comm, random, and memo from Chapter 6 in Pisces. We give each of these definitions in Figure 7.2

in terms of the Metastrat record constructor, once again following the pattern of defining a checking

procedure to use for a Metastrat instance.

The with Meta-strategy. Following Chapter 6, the with meta-strategy takes a sub-strategy and

a procedure, applies the procedure to the contracted result (using indy-style blame), and returns

the contracted term.

The comm Meta-strategy. As before, the comm meta-strategy is a special-case variation of the

with meta-strategy that provides inter-process communication. After contract verification, the

meta-strategy applies f to the verification result, writes this new value across the appropriate

channel (using a/put! from core .asnyc), and, finally, returns the contracted value to the initiating

process.

The random Meta-strategy. The random meta-strategy provides probabilistic checking as per

random from Chapter 6. We implement random in Pisces by generating a random number and

testing it against the given rate: if the random number is less than the rate, we proceed with

verification using the given sub-strategy; if not, we return the (forced) monitored expression.
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1 ; With - Operato r V e r i f i c a t i o n
2 ( de fn with - check
3 [ fun ]
4 ( fn [ c o n t r a c t sub - s t r a t dterm blame ]
5 ( l e t [ v a l ( e x t r a c t dterm )
6 r e s (mon c o n t r a c t sub - s t r a t v a l blame ) ]
7 ( do ( fun (mon c o n t r a c t sub - s t r a t v a l ( i ndy - blame blame ) ) )
8 r e s ) ) ) )
9

10 ( de fn with
11 [ fun s t r a t ]
12 ( Meta s t r a t . " w i th " ( with - check fun ) s t r a t ) )
13
14 ; Communicating V e r i f i c a t i o n
15 ( de fn comm - check
16 [ channe l fun ]
17 ( fn [ c o n t r a c t sub - s t r a t dterm blame ]
18 ( l e t [ v a l ( e x t r a c t dterm )
19 r e s (mon c o n t r a c t sub - s t r a t v a l blame )
20 i ndyb ( i ndy - blame blame ) ]
21 ( do ( a/ put ! channe l
22 ( fun (mon c o n t r a c t sub - s t r a t v a l i ndyb ) ) )
23 r e s ) ) ) )
24
25 ( de fn comm
26 [ chan fun s t r a t ]
27 ( Meta s t r a t . "comm" (comm - check chan fun ) s t r a t ) )
28
29 ; Random V e r i f i c a t i o n
30 ( de fn random - check
31 [ r a t e ]
32 ( fn [ c o n t r a c t sub - s t r a t dterm blame ]
33 ( i f (< ( rand ) r a t e )
34 (mon c o n t r a c t sub - s t r a t ( e x t r a c t dterm ) blame )
35 ( e x t r a c t dterm ) ) ) )
36
37 ( de fn random
38 [ r a t e s t r a t ]
39 ( Meta s t r a t . " rand " ( random - check r a t e ) s t r a t ) )
40
41 ; Memoizing V e r i f i c a t i o n
42 ( de fn memo - check
43 [ c o n t r a c t sub - s t r a t dterm blame ]
44 (mon ( memoize c o n t r a c t ) sub - s t r a t ( e x t r a c t dterm ) blame ) )
45
46 ( de fn memo
47 [ s t r a t ]
48 ( Meta s t r a t . "memo" memo - check s t r a t ) )

Figure 7.2. Monitoring meta-strategy implementations in Clojure.
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As expected, this behavior is sufficient to recreate our binary-search tree insertion example Chap-

ter 6, using random to verify the contract one-tenth of the time:
1 ( de f b s t - i n s
2 (mon ( func ( random 0 .1 eage r ) ( b s t c ( random 0 .1 eage r ) ) eage r natc
3 eage r anyc )
4 eage r
5 bs t - i n s e r t
6 blm ) )

In this example, we verify the function’s post-condition, bstc eager, via (random 0.1 eager), dictating

that verification should occur one-tenth of the time.

The memo Meta-strategy. The memo meta-strategy, analogous to memo in Chapter 6, memoizes

contracts using Clojure’s built-in memoize operation (which takes a procedure and automatically

returns a memoized version). Our implementation applies memoize to the contract before proceeding

with verification, allowing us to cache the verification results.

As with random, this is particularly effective for reducing performance overhead for contracted

functions. For example, the following code will check each input and output to fact exactly once,

memoizing the contract results:
1 ( de f f a c t -m
2 (mon ( func (memo eage r ) natc
3 (memo eage r ) natc )
4 eage r
5 f a c t
6 blm ) )

In this example, we memoize the pre- and post-conditions, and, as a result, subsequent invocations

of fact−m will forgo re-verifying the same contract on the same input:
1 > ( f a c t -m 5)
2 => 120
3
4 ; ; W i l l not v e r i f y 5 or 120 a r e n a t u r a l numbers
5 > ( f a c t -m 5)
6 => 120

7.4. Case Studies: Advanced Examples using Pisces

So far, we have introduced Pisces, a library that recreates the key runtime verification features of

λπ
cs in the Clojure programming language. To conclude our presentation of this implementation,

we now explore three case studies using Pisces:
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(1) we revisit our recursive binary-search tree contract parameterized by its recursive and node-

level enforcement, exploring how strategies impact performance (§7.4.1);

(2) we implement our transition-based meta-strategies from Chapter 6 to recreate state machine

runtime verification in Pisces (§7.4.2);

(3) and, finally, we use our process-based approach to algebraic effects from Section 6.6 to develop

a system for function profiling (§7.4.3).

7.4.1. Multi-Strategy Monitors

Our first case study revisits our binary-search tree contract from Section 5.8.2. In that section, we

demonstrated that the multi-strategy approach to contract verification allows users to flexibly reuse

contracts to yield multiple verification behaviors. We recreate this example in Pisces, including

the relevant combinator and contract. In Figure 7.3, we define a record to represent a tree node, a

dependent tree contract combinator treedc, and, finally, define bstc, a tree contract parameterized

by two strategies: rec−strat, which determines how to recursively enforce bstc on sub-trees, and

value−strat, which determines how to enforce the value contract on each value in the tree.

As before, we may use this contract in various ways by changing its strategy parameters, varying

these parameters to alter the contract’s performance characteristics and guarantees. Using eager

for both strategies, for example, will completely traverse the tree, checking each node (an O(n)

operation):

1 > (mon ( b s t c eage r eage r ) eage r t r e e blm )
2 => <t r e e . . . >

As before, this O(n) traversal may be unsuitable as a contract for an O(logn) binary-search tree

insert function, but we may recover our asymptotic behavior with the semi strategy:

1 > (mon ( b s t c semi eage r ) eage r t r e e blm )
2 => <t r e e . . . >

As described in our previous discussions, we may also use prom at the top level verification form,

creating a computational future that performs a concurrent O(n) traversal and contract verification

on the tree:

1 > (mon ( b s t c eage r eage r ) prom t r e e blm )
2 => <f u t u r e . . . >

Further, our two-strategy parameterization allows us to change the contract behavior along two

axes by allowing us to control the recursive verification strategy and how to verify each node’s value
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1 ( d e f r e c o r d BinTree [ v a l l e f t r i g h t ] )
2
3 ( de fn t r e e d c
4 " Dependent t r e e c o n t r a c t combinator "
5 [ c l e a f s l e a f c v a l s v a l c l e f t c r i g h t s r e c ]
6 ( fn [ t r e e blame ]
7 ( i f ( n i l ? t r e e )
8 (mon c l e a f s l e a f t r e e blame )
9 ( l e t [ v ( : v a l t r e e ) ]

10 ( BinTree .
11 (mon c v a l s v a l v blame )
12 (mon ( c l e f t v ) s r e c ( : l e f t t r e e ) blame )
13 (mon ( c r i g h t v ) s r e c ( : r i g h t t r e e ) blame ) ) ) ) ) )
14
15 ( de fn b s t - range [ l o h i ] ( fn [ v ] ( and (>= v l o ) (<= v h i ) ) ) )
16
17 ( de fn b s t c
18 " B ina ry s e a r c h t r e e c o n t r a c t "
19 [ r e c - s t r a t v a l u e - s t r a t ]
20 ( l e t f n [ ( b s t c [ l o h i ]
21 ( t r e e d c
22 anyc eage r
23 ( p redc ( b s t - range l o h i ) ) v a l u e - s t r a t
24 ( fn [ v ] ( b s t c l o ( e x t r a c t v ) ) )
25 ( fn [ v ] ( b s t c ( e x t r a c t v ) h i ) )
26 r e c - s t r a t ) ) ]
27 ( b s t c I n t e g e r /MIN_VALUE I n t e g e r /MAX_VALUE) ) )

Figure 7.3. A strategy-parameterized contract for ensuring a binary tree is a binary-search
tree, using the dependent tree contract combinator treedc. We assume leaves are nil values.

contract. For example, consider enforcing bstc with semi as the recursive strategy and eager as the

node-value strategy on tree−wrong, which is not a binary-search tree:
1 ( de f t r e e - wrong
2 ( BinTree . 5
3 ( BinTree . 6 n i l n i l )
4 ( BinTree . 7 n i l n i l ) ) )
5
6 > ( e x t r a c t
7 ( : l e f t
8 ( e x t r a c t (mon ( b s t c semi eage r ) semi t r e e - wrong blm ) ) ) )
9 => Cont rac t V i o l a t i o n : ‘ 6 ‘ v i o l a t e d ‘ b s t - range ‘

In this invocation, we extract the verification result before retrieving the left subtree, verifying the

contract (bst−range Integer/MIN_VALUE 5) on 6 and signaling an error. If, however, we use semi for

the node value contracts, the resultant structure further delays the node’s value contract:
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1 > ( e x t r a c t ( : l e f t ( e x t r a c t (mon ( b s t c semi semi ) semi t r e e - wrong blm ) ) ) )
2 => <d e l a y . . . >
3
4 > ( l e t [ t r e e ( e x t r a c t (mon ( b s t c semi semi ) semi t r e e - wrong blm ) )
5 node ( e x t r a c t ( : l e f t t r e e ) ) ] )
6 ( e x t r a c t ( : v a l node ) )
7 => Cont rac t V i o l a t i o n : ‘ 6 ‘ v i o l a t e d ‘ b s t - range ‘

Instead of enforcing each value contract when extracting the node itself, this monitoring structure

returns a BinTree node that contains a delayed value field, requiring the program to further extract

the value to verify the contract.

This contract provides precise control over verification at each level, demonstrating the flexible

nature of our first-class strategies, allowing programmers using Pisces (and λπ
cs) to choose the

best-fit strategy in each situation without redefining the contract in each case.

7.4.2. State Machine Runtime Verification as User-Defined Meta-strategies

Our second case study revisits the state-based transition system presented in Chapter 6. We

recreate this behavior in Pisces to demonstrate the extensible nature of our Pisces library: all of

the code in this case study is part of a user program in Clojure, separate from our Pisces library.

We proceed by defining a pair of transition meta-strategies, using them to build our previous hasNext

and next monitors for Java iterators, and using these monitors to verify a program always invokes

hasNext on such iterators before retrieving the next value.

Transition Meta-Strategy System. We start with the transition and transition−as meta-strate-

gies, given in Figure 7.4. We use a Clojure reference cell (created with ref ) to track the current

machine state, defining the transition and transition−as meta-strategies as operations over this

reference as follows:

• The transition meta-strategy takes the strategy state (i.e., a reference to the current state),

a from-state indicating the transition source, a to-state transition target, and a substrat sub-s-

trategy indicating how to verify the contract.

• The transition−as meta-strategy takes the strategy state and a procedure transition-fn param-

eterized by the current strategy state and the contracted value. If the transition-fn returns

the state : error , the meta-strategy signals an error; otherwise, we update the state with the

resultant value and return the verification result to the user portion of the program.
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These encodings directly correspond to Definition 6.5, utilizing Clojure’s dosync operator to ensure

atomic reference updates.

State-Transition Contracts. Using this transition meta-strategy system, we now develop a pair

of contracts to verify a program correctly invokes hasNext on an iterator (and it returns true) before

retrieving the next value, adhering to the state machine in Figure 6.1.

We present this implementation in Figure 7.5, recreating our λπ
cs definitions using transition and

transition−as :

• We model .next’s behavior using transition — if the current state is :some, we transition to

the :unknown state, and, if the current state is not :some when we call .next on the iterator,

we produce an error.

• We model .hasNext’s behavior based on its result (that is, as a flow-dependent transition based

on .hasNext’s output): after we run .hasNext, we use transition−as to inspect .hasNext’s result,

transitioning to the appropriate state.

Verifying State-Machine Behavior. Using the contracted nextm and hasNextm, we can now

ensure our programs correctly check that a given iterator has additional values before attempting

to retrieve them:
1 ; ; Example 1
2 > ( l e t [ i t e r ( . i t e r a t o r ( . keySet ( j a v a . l ang . System/ g e t P r o p e r t i e s ) ) ) ]
3 ( w h i l e ( hasNextm i t e r ) ( p r i n t l n ( nextm i t e r ) ) ) )
4 => . . .
5
6 ; ; Example 2
7 > ( l e t [ i t e r ( . i t e r a t o r ( . keySet ( j a v a . l ang . System/ g e t P r o p e r t i e s ) ) ) ]
8 ( p r i n t l n ( nextm i t e r ) ) )
9 => Program per fo rmed i n v a l i d o p e r a t i o n :

10 Cur r en t s t a t e : ( : unknown ) T r a n s i t i o n : : some -> : unknown

In the first example, the program correctly calls hasNextm before retrieving each element of the

iterator, terminating as expected. In the second example, however, the program invokes next on

the iterator before invoking hasNextm, an invalid state transition, and the transition verification

mechanism signals an error.

Summary. Overall, this case study illustrates the extensible nature of Pisces: working from the

Pisces record definitions, we have developed a new series of meta-strategies, creating additional,

practical runtime verification mechanisms as natural extensions to the existing Pisces library.
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1 ( de fn make - c o n t r a c t - s t a t e
2 [ s t a r t - s t a t e ]
3 ( r e f ( l i s t s t a r t - s t a t e ) ) )
4
5 ( de fn i n ?
6 [ c o l l elm ]
7 ( some #(= elm %) c o l l ) )
8
9 ( de fn t r a n s i t i o n - check

10 [ s t a t e - r e f from - s t a t e to - s t a t e ]
11 ( fn [ c o n t r a c t sub - s t r a t dterm blame ]
12 ( l e t [ r e s (mon c o n t r a c t sub - s t r a t ( e x t r a c t dterm ) blame ) ]
13 ( i f ( i n ? ( d e r e f s t a t e - r e f ) from - s t a t e )
14 ( dosync ( r e f - s e t s t a t e - r e f
15 ( i f ( l i s t ? to - s t a t e ) to - s t a t e ( l i s t to - s t a t e ) ) )
16 r e s )
17 ( throw ( Excep t i on . ( s t r " Program per fo rmed i n v a l i d t r a n s i t i o n : \ n"
18 " Cur r en t s t a t e : " ( d e r e f s t a t e - r e f )
19 " T r a n s i t i o n : " from - s t a t e
20 " -> " to - s t a t e "\n" ) ) ) ) ) ) )
21
22 ( de fn t r a n s i t i o n
23 [ s t a t e - r e f from - s t a t e to - s t a t e s t r a t ]
24 ( Meta s t r a t . ( s t r " t r a n s i t i o n " from - s t a t e to - s t a t e )
25 ( t r a n s i t i o n - check s t a t e - r e f from - s t a t e to - s t a t e )
26 s t r a t ) )
27
28 ( de fn t r a n s i t i o n - as - check
29 [ s t a t e - r e f t r a n s i t i o n - f n ]
30 ( fn [ c o n t r a c t sub - s t r a t dterm blame ]
31 ( l e t [ r e s (mon c o n t r a c t sub - s t r a t ( e x t r a c t dterm ) blame )
32 to - s t a t e ( t r a n s i t i o n - f n ( d e r e f s t a t e - r e f ) r e s ) ]
33 ( i f ( not (= to - s t a t e : e r r o r ) )
34 ( dosync ( r e f - s e t s t a t e - r e f
35 ( i f ( l i s t ? to - s t a t e ) to - s t a t e ( l i s t to - s t a t e ) ) )
36 r e s )
37 ( throw ( Excep t i on . ( s t r " Program per fo rmed i n v a l i d o p e r a t i o n : \ n"
38 " Cur r en t s t a t e : "
39 ( d e r e f s t a t e - r e f ) "\n" ) ) ) ) ) ) )
40
41 ( de fn t r a n s i t i o n - as
42 [ s t a t e - r e f t r a n s i t i o n - f n s t r a t ]
43 ( Meta s t r a t . ( s t r " t r a n s i t i o n - as " )
44 ( t r a n s i t i o n - as - check s t a t e - r e f t r a n s i t i o n - f n )
45 s t r a t ) )

Figure 7.4. State transition verification as meta-strategies. We have omitted the Exception
messages due to length.
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1 ( de f i t e r - s t a t e ( r e f ( l i s t : unknown ) ) )
2
3 ( de f nextm
4 (mon ( func eage r anyc
5 ( t r a n s i t i o n i t e r - s t a t e
6 : some
7 : unknown eage r )
8 anyc )
9 eage r

10 #(. nex t %)
11 blm ) )
12
13 ( de fn hasNextTrans
14 [ con - r e s u l t cu r - s t a t e ]
15 ( i f ( e x t r a c t con - r e s u l t ) : some : none ) )
16
17 ( de f hasNextm
18 (mon ( func eage r anyc
19 ( t r a n s i t i o n - as i t e r - s t a t e
20 hasNextTrans
21 eage r )
22 anyc )
23 eage r
24 #(. hasNext %)
25 blm ) )

Figure 7.5. A flow-dependent finite-state machine Pisces implementation.

7.4.3. Function Timing via Concurrent Logging

Our final case studes follows the effects-as-process methodology we present in Section 6.6, using

the comm strategy and a concurrent process that acts as a “timing report manager” to develop a

series of operations that use our verification framework to achieve function time profiling. While

this timer performs a similar operation to the timer implementation in §6.1, this approach follows

our effect-process approach from Chapter 6, allowing us to use session-style effect operations that

interact with—and supplement—contract verification.

We present this implementation in Figure 7.6, where we import Clojure’s core .async library as a. Our

definition proceeds as our state-effect example in Chapter 6, wherein we define an effect procedure

and proceed with developing contracts that communicate with this procedure via meta-strategies.

We begin by defining timer−task to serve as the main loop of the concurrent timer process. This

procedure takes two communication channel arguments, in−chan and out−chan, for receiving input

and sending output (respectively), and timer−info, a list of timing information reported so far. As

with our state manager in the previous chapter, each loop of the report manager reads in an action
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1 ( de fn t im e r - t a s k
2 [ i n - chan out - chan t im e r - i n f o ]
3 ( l e t [ a c t i o n ( a / <!! i n - chan ) ]
4 ( cond
5 (= a c t i o n : r e s u l t )
6 ( l e t [ r e s ( f i l t e r #(= ( f i r s t %) : t ime ) t im e r - i n f o ) ]
7 ( a / >!! out - chan
8 (/ ( r educe + (map second r e s ) )
9 ( f l o a t ( count r e s ) ) ) ) )

10 ( and ( l i s t ? a c t i o n ) (= ( f i r s t a c t i o n ) : p re ) )
11 ( t i m e r - t a s k
12 i n - chan out - chan
13 ( cons ( l i s t : p r e ( second a c t i o n ) ) t im e r - i n f o ) )
14 ( and ( l i s t ? a c t i o n ) (= ( f i r s t a c t i o n ) : pos t ) )
15 ( t i m e r - t a s k
16 i n - chan out - chan
17 ( cons ( l i s t : t ime
18 ( - ( second a c t i o n )
19 ( second ( f i r s t t im e r - i n f o ) ) ) )
20 ( r e s t t im e r - i n f o ) ) )
21 : e l s e
22 ( t i m e r - t a s k i n - chan out - chan t im e r - i n f o ) ) ) )
23
24 ( de fn s t a r t - t im e r - t a s k
25 [ i n - chan out - chan ]
26 ( a/go ( t im e r - t a s k i n - chan out - chan ( l i s t ) ) ) )
27
28 ( de fn t im e r - func
29 [ i n - chan out - chan ]
30 ( do
31 ( s t a r t - t im e r - t a s k i n - chan out - chan )
32 ( func (comm i n - chan
33 ( fn [_] ( l i s t : p r e ( cu r - t ime ) ) )
34 eage r )
35 anyc
36 (comm i n - chan
37 ( fn [_] ( l i s t : po s t ( cu r - t ime ) ) )
38 eage r )
39 anyc ) ) )

Figure 7.6. Function timing with a concurrent process.

across the communication channel in−chan and then performs the appropriate behavior indicated

by this action5:

• the “result" action computes the average performance time from the timings list and writes it

across out−chan, recurring appropriately;
5We observe that this task is not thread-safe insofar as any number of processes may read from the same channel at
once, and thus one process may receive another process’s result. Modifying our timer task to provide thread-safety
are beyond the scope of our presentation, but we refer the curious reader to the calculus presented by Orchard and
Yoshida [70] for a solution.
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• the “startTime" action accepts a new start time indicating the start time of a timing action,

recurring with the start time and the flag active, indicating the timing is active;

• the “endTime" action accepts a new end time, recurring with a false active variable and updated

timing list;

• the “endTask" action terminates the timer process with the value unit;
• and the task ignores any other action, recurring.

At each recursive invocation of timer−task, the report manager reads and performs the appropriate

action (e.g., storing a function start time or end time, end time, retrieving the overall timing

result, or terminating the timing process) and recurs on itself, maintaining a list of execution

times between recursions (by storing each pre-condition enforcement time-stamp and computing

its difference from the post-condition enforcement time-stamp). We also provide start−timer−task

for ease of use in creating the new process.

In addition to this report manager, we also define the timer−func function contract which starts a

timing task and uses comm to report the current (tagged) system timestamp to the timing process

at each pre- and post-condition contract verification site.

Using these pieces in conjunction, we can time a factorial procedure as:
1 > ( l e t [ i n ( a/ chan )
2 out ( a/ chan )
3 f (mon ( t im e r - func i n out ) eage r f a c t blm ) ]
4 ( f 15)
5 ( f 5)
6 ( a/ put ! i n : r e s u l t )
7 ( a / <!! out ) )
8 => 104.33

In this usage example, we define input and output channels in and out (respectively); monitor

the fact procedure with timer−func (which initiates a time-task via start−timer−task); invoke the

monitored procedure a number of times; and, finally, retrieve the timing result. This program

yields 104.33, indicating the average runtime of our two invocations.

This case study ultimately demonstrates the viability of our general approach, exhibiting how

concurrent effect-style processes can collaborate with the contract verification system to perform

general runtime inspection (and verification) in a real-world setting.
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Summary—The Pisces Library

In this chapter, we developed the Pisces library, demonstrating how a modern programming lan-

guage provides the necessary features to implement our multi-strategy and meta-strategy runtime

verification approach whole-cloth in terms of existing language mechanisms. This insight suggests

that our approach provides direct and actionable results for anyone hoping to use this style of run-

time framework for anything from contract verification to function profiling, providing programmers

with the tools to reason about their programs during execution.
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C H A P T E R 8

Related Works

synopsis
In this chapter, we discuss related works in the field of runtime verification and, in

particular, software contract verification (§8.1), software contract metatheory (§8.2),

contract verification blame (§8.3), contract system implementations (§8.4), and other

runtime verification systems (§8.5).

The first language for specification and verification was Gypsy, introduced by Ambler et al. [5].

Much other work has gone into profiling and inspecting programs at runtime, leading to Meyer [66]

introducing software contracts with the language Eiffel, along with our moderns notions of pre-

and post-condition contract enforcement. Findler and Felleisen [36] brought software contracts

into functional languages, where they have since thrived as runtime verification tools. Our work

builds on this concept, generalizing software contracts and abstracting their verification mechanisms

to support multiple verification strategies along with generic runtime verification and inspection

operations.

8.1. Software Contracts

After Findler and Felleisen [36] brought software contracts into functional programming, a cottage

industry of software contract verification techniques sprung up [15, 22, 26, 29, 37, 52, 68]. Swords

et al. [80] provides a framework for expressing their interactions, and we extend and revise that

work. Our presentation in Chapters 5-6 discuss multiple such strategies, accounting for each either

in explicit detail or via implementation sketches.

In the rest of this section, we discuss four additional related portions of the literature: other surveys

of contract verification strategies, alternative software contract verification techniques (including

static enforcement), other systems that implement software contract verification with processes, and

systems to provide contracts in lazy (e.g., call-by-name and call-by-need) programming languages.
129



8.1.1. Surveys of Contract Verification

Degen et al. [22] present descriptions of eager, semi-eager, and lazy software contract verification

systems, characterizing each system’s behavior in a call-by-need programming language via four

properties (meaning reflection, meaning preservation, faithfulness, and idempotence). They ulti-

mately conclude that “faithfulness is better than laziness.” Dimoulas and Felleisen [25] go further,

classifying different approaches through observational equivalence, based on when and how veri-

fication proceeds (with axes of static versus run-time and tight, loose, or shy-loose respectively).

They also introduce the notion of a shy contract, which is analogous to the lazy verification pre-

sented by Degen et al. [22]: it is only allowed to inspect parts of the program the user program

evaluates. Degen et al. [24] revisit different contract verification systems in call-by-need languages,

evaluating them for completeness and meaning preservation, classifying a number of contract sys-

tems [16, 22, 36, 52, 86] by these properties. Conversely, our work follows Swords et al. [80]: instead

of classifying verification strategies via secondary properties, we have presented a semantic-based

comparison by directly encoding each verification strategy in λπ
cs.

8.1.2. Alternative Contract Enforcement Mechanisms

Our presentation uses runtime enforcement of contracts that all exist at the value level. This is not,

however, the only enforcement mechanism available. Ou et al. [71], Flanagan [38], and Greenberg

et al. [44] each present a model of contract usage similar to refinement types [40] tracking these

contracts at the type level and enforcing (and accruing) them as values flow through these types.

The work by Greenberg et al. [44] in particular has recently been the subject of multiple extensions,

including efficiency [43] and data-types [76]. While manifest contracts are closely related to standard

contracts (and Racket’s chaperone and impersonator system [79]), our work treats contracts as

values instead of type-level terms.

Xu et al. [86] and Nguyen et al. [69] both present static verification models for contract verification,

using static analyses to determine which contracts hold prior to running the program. While

related, this style of static checking is orthogonal to our presentation here: we do not attempt

to subsume static checking with our framework. Clojure’s core.spec library [49] also supports

enforcing contracts in different ways. Unlike our multi-strategy approach, however, the core.spec

library allows users to determine which programming phase to check the provided specification

(or “spec”) at: the spec written for the program allows programmers to both instrument the

runtime (via software contracts) and to generate sample data to probabilistically check functions,
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etc., without running the program itself. Combining our multi-strategy approach with multi-phase

checking remains as future work.

Finally, Shinnar [77] presents contract assertions in the context of concurrency and software-trans-

actional memory, focusing on effectful contracts interacting with Software Transactional Memory

in Haskell, using Haskell’s monadic effect system. They introduce the idea of delimited checkpoints

for STM, allow the runtime to observe (and roll back) memory changes, supporting specification

contracts alongside “framing” contracts, which ensure programs do not exhibit specific behaviors,

and separation contracts, which combine these to provide separation logic-style behavior. The

roll-back capabilities also allow the program to undo effects in the event of contract violations.

Integrating such a mechanism into λπ
cs may allow us to address the effect-related shortcomings of

promise-based and concurrent contract verification, and this integration remains as future work.

8.1.3. Contracts as Processes

Dimoulas et al. [26] and Disney et al. [31] each explore the notion of contracts using message passing,

and, further, the runtime verification literature contains a number of additional examples of using

messages to verify program properties [7, 13, 46]. In each case, however, the work has different

design goals from Swords et al. [80] and our work. Dimoulas et al. [26] model and explore concurrent

contracts; Disney et al. [31] precisely model and explain temporal contracts with non-interference

and trace completeness; our work models and explores how models contracts as secondary evaluators

and varying the interactions with these evaluators allows us to encode multiple verification strategies

in the same framework.

Dimoulas et al. [26] introduce concurrent contracts via future contracts, which send terms and their

contracts, as messages, to a secondary evaluator for verification. Dimoulas et al. [26] observe that

this approach is familiar in the broader runtime verification community. We extend the idea of

a secondary contract evaluator to creating a separate evaluator for each individual contract, and

vary this communication structure to provide programmers with myriad verification mechanisms

that they may choose on a per-contract basis.

Disney et al. [31] utilize multiple contract verification processes to monitor and validate communica-

tions as (quasi-)recursive, long-running middle-man processes that mediate module interactions. In

their system, contracts forward messages between these modules, inspecting constants and starting

sub-monitors for structural contracts. This process separation uses isolation to ensure, a priori,
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contract non-interference. Our approach and focus differs in that we do not model “client” and

“server” modules, instead presenting a user “program” interacting with contract processes directly;

we do not require (or desire) non-interference in our contracts, allowing them to inspect modify,

and otherwise manipulate contracted terms (e.g., by installing wrappers); and, finally, the focus of

our work is allowing contracts to vary their method of verification the program on a per-contract

basis and exploring these interaction patterns for programmer utility and semantic breadth.

Even so, these works share a notion of contracts as processes, suggesting that we may encode the

temporal contracts outlined by Disney et al. [31] in λπ
cs, and, similarly, that we might modify their

calculus to support λπ
cs-style multi-strategy verification (via adding delay operations and modifying

their guard procedure) at the cost of some of their guarantees (such as non-interference).

8.1.4. Contracts in Lazy Languages

Chitil et al. [17] brought runtime verification to Haskell as assertions, which eschews blame and uses

assertions closer to comprehensions than the contract structures we have seen here. Hinze et al.

[52] introduced full contracts with blame and a strict assertion operation for Haskell, inducing our

current notion of “semi-eager” verification. Chitil [15] also encode semi-eager verification in the

Haskell language following by almost direct implementation of Findler and Felleisen [36] into a

call-by-name language.

Degen et al. [22] introduce and compare semi-eager and eager verification in Haskell. They present

a semi-eager contract system as a direct encoding of the contract verification presented by Findler

and Felleisen [36], relying on Haskell’s underlying semantics to add the appropriate laziness. Their

eager implementation, conversely, utilizes Haskell’s seq operator to subvert Haskell’s evaluator into

forcing eagerly-contracted expressions. Degen et al. [23] use a monadic meta-theory to describe

semi-eager and lazy behavior in Haskell.

Reformulating our own contract interactions in a lazy variation of λπ
cs follows similarly, but presents

a unique challenge in the form of intermixing strategies: we must, at some point, stop the strictness

behavior to avoid over-evaluating lazy subcontracts. This ultimately requires both forcing and

“unforcing” operations in order to top strict evaluator positions from over-evaluation. For example,

consider evaluating

mon (pair/c nat/c semi nat/c semi) eager (5, -1)B

132



The two interior contract must “unforce” the forcing operation of the outer semi if they are to

ensure delayed verification behavior, mirroring our delay/force interactions in λπ
cs.

8.2. Contract Metatheory

Blume and McAllester [11] present the first exploration of contract metatheory, introducing and

exploring contract safety for eager contracts, and Findler and Blume [35] describe function contracts

as pairs of projections. We diverge from contracts as pairs of projections, following Findler’s later

position that this view was too rigid [34].

Guha et al. [45] present the problem of parametric, polymorphic contracts as first-order values, and

Ahmed et al. [3] revisit this problem and prove parametricity. We appeal to this notion in our type

system, relying on polymorphic contract combinators.

Finally, Keil and Thiemann [57] provide denotation semantics for eager contract verification. While

the system here is, in some sense, a metatheory for verification, we do not claim strong mathematical

properties about any individual strategy (though it may be possible to recover them through further

embedding proofs).

8.3. Complete Blame and Contract Monitoring

Multiple approaches to runtime verification blame assignment have been proposed [2, 27, 28, 44, 84],

with special attention given to function contracts (and, in particular, dependent function contracts).

Since our contract combinators are library functions, we can provide any blame assignment approach

necessary (including indy semantics [27]).

As for correct verification, Dimoulas et al. [28] introduce the notion of complete monitoring, a

fundamental correctness criterion for contract systems that generalizes correct blame assignments

by ensuring they monitor each value that moves between components. Unfortunately, proving this

property for λπ
cs is particularly challenging for a number of reasons. First, their definition relies on

multiple modules. We would need to first extend λπ
cs with a module model (likely as interacting

processes, following Disney et al. [31]). Second, Dimoulas et al. [28] use an ownership-and-obligation

model to define complete monitoring, and we would need to replicate this in a multi-process setting

where we explicitly model each contract verifier as a separate entity. In particular, we would need

to address how value ownership changes when transferring value to monitors and, further, when

transferring results (e.g., when values flow through multiple monitors toward the answer, such as for
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pairs, or forcing a delayed reference after communicating it between processes). Finally, complete

monitoring is tells us little about some strategies, including concurrent: complete monitoring

only requires that the program terminates with a value, diverges, or correctly detects a contract

violation, and, if we verify every contract under concurrent, a λπ
cs scheduler may always complete

the user process without checking any outstanding contracts. This suggests that, in the context of

“best-effort” contracts, complete monitoring is not a sufficient requirement.

8.4. Contract Implementations

Our own implementation deviates from our semantic framework in two ways: first, that we avoid

processes and parallelism whenever possible to reduce contract enforcement overhead and, second

that we introduce the notion of meta-strategies.

Racket’s contract system provides multiple options when enforcing contracts by accepting addi-

tional, optional flags to its check form [37]. Our λπ
cs and Pisces frameworks use a more direct

approach, asking programmers to select strategies as primary, first-order directives.

Clojure’s core .spec system uses the notion of “specifications” with different enforcement methods,

including compile-time analysis and runtime checking. Unlike Pisces, where a function may be en-

forced at each use or spot-checked, higher-order function inputs are always spot-checked in core .spec.

Combining the multi- and meta-strategy approach with core .spec remains as future work.

Cartwright and Felleisen [12] describe using communication to model effects, and the recent rise of

algebraic effect models [10, 56, 61, 64] and their close connection to effects-as-processes [70] have

opened the door for managing algebraic effects as process interactions, which is a natural fit with

our process-based contract verification framework, and, ultimately our runtime instrumentation

examples. As far as we know, this is the first work to leverage this connection in the context of

contract verification.

8.5. Runtime Verification and Instrumentation

As stated at the start of this chapter, the first language for specification and verification was Gypsy,

introduced by Ambler et al. [5]. Since then, runtime verification and instrumentation has been an

active area of research, facilitating the inspection of program behavior to detect runtime issues

including race conditions, exceptions, resource leaks, and uninitialized memory, and, further, to

produce time and memory performance information for program executions.
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Beyond Meyer’s “Design by Contract” approach, this field of research had yielded been myriad

proposals for verification systems, including generic runtime verification systems [46] and monitor-

ing-oriented programming [13, 14, 54].

8.5.1. Generic Runtime Verification Systems

There has been myriad research projects in the field of runtime verification [8, 47, 78] yielding

countless runtime verification systems [4, 9, 14, 21, 42, 46, 59, 63]. Moore et al. [68] outline the

primary differences between this style of runtime verification and software contract systems as

follows:

Contract systems live inside of programming languages while runtime verification tools

live outside. In other words, higher-order contract systems are extensions of programming

languages, and run-time verification systems are elements of a language’s external tool

chain.

Our work presented here maintains this distinction, including contracts and strategies as first-class

entities in the user program. In addition to living inside of the programming language itself, our

contract system also provides programmers with the ability to write contracts that can appear to

exist outside of it, i.e., in isolated, interacting processes. Our effectful tree fullness case study in

Chapter 7 exhibits this secondary behavior, allowing us to replicate a sort of “external” verifier as a

secondary process that interacts with the program through the mon form, allowing us to effectively

emulate runtime verification tools that exist as part of an external tool chain.

8.5.2. Monitoring-Oriented Programming

Monitoring-oriented programming (MOP) [13, 14] is a form of specialized aspect-oriented program-

ming [58], wherein the aspects are (formal) behavioral specifications, providing programmers with

facilities to define program specifications that are automatically integrated into the underlying

program. Our contract-based system takes a different tactic, requiring that programmers write

individual contracts to verify the program’s behavior. To summarize , monitoring-oriented pro-

gramming (and aspect-oriented programming in general) reasons about code, whereas λπ
cs reasons

about values.

Even so, we demonstrate that λπ
cs has the potential to replicate this MOP behavior similar ap-

proach to the first property in Chapter 6, defining the transition-based strategies to manage a
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formal state machine specification, and Dimoulas et al. [30] further demonstrate multiple applica-

tions of design-by-contract systems that use formal specification languages to define global system

properties.

Chen and Roşu [13] also identify that contract systems always performing verification in the same

process at the user program, whereas MOP may perform verification in a separate process, but

Dimoulas et al. [26], Disney et al. [31], and our own λπ
cs framework each address this divergence.

The third primary difference between standard contract verification and MOP is that MOP al-

lows programmers to define violation handlers that may perform additional operations (such as

correcting the issue) instead of raising errors. Since we treat contracts as black-box constructs, it

is conceivable that we may construct additional contract combinators that perform these error-cor-

recting computations instead of raising violations, e.g.:

pred/handle := λ pred handler. λ x b. if pred x then x else handler x b

Experimenting with these extended combinator forms to determine how much MOP behavior we

can replicate in our λπ
cs framework remains as future work.
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C H A P T E R 9

Summary & Future Work

Over the course of this dissertation, we have introduced and explored runtime verification as pat-

terns of communication, starting with contract verification and growing our λπ
cs framework to

encompass generic runtime verification results. We have covered multiple aspect of runtime veri-

fication using λπ
cs and our communication-centric account of verification, including exploring the

fundamental nature of contract verification and resolving the existing “one-size-fits-none” problem

often found in modern contract verification systems; ensuring global properties about data struc-

tures; verifying that programs adhere to behavioral specification (e.g., ensuring an iterator has a

value before retrieving it); and even using our system for general function profiling.

Moreover, we have not exhaustively examined the possible strategies and meta-strategies in our

newly-exposed design space—we are still far from taming the contract verification zoo. Even this

early exploration, however, has resulted in multiple insights into the nature of runtime verification

and the role it plays in programming, allowing us a natural view into verification through the lens

of decoupled evaluation and flexible enforcement.

Ultimately, this multi-strategy, multi-process λπ
cs framework supports my thesis:

Runtime verification systems may be expressed as a collection of separate, concurrent

processes that interact with the user program, and variations on verification systems

may be encoded as variations on patterns of communication to provide programmers

with general, practical runtime verification tools.

In addition to presenting a full account of the underlying mechanisms that drive contract enforce-

ment in its myriad flavor, describing myriad verification strategies and meta-strategies in a single

calculus, we have also provided proofs of embedding correctness and type safety; explored con-

tracts and their interactions with session-style algebraic effects, using meta-strategies to account

for contract-effect interactions; and outlined an implementation of our approach in Clojure. Our
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appendices also include a Haskell implementation of our calculus and a variant of our λπ
cs calculus

that elides force invocations on contract results.

Contracts and Effects. When we initially embarked upon this research, the goal was to quan-

tify contract verification and its interaction with other effects. As Findler [34] observed in 2013,

contracts with other effects provide programmers with immense utility for runtime inspection and

verification. While we do not give a formal account of such effect interactions in this work, we

lay the framework for understanding contracts as interactions with the main program in much

the same way as one can view a reference cell, a tracing mechanism, or an error-reporting sys-

tem as a separate entity that interacts with the underlying program. Indeed, in the time that we

performed this research, researchers around the world began to account for other effects as such

interactions [56, 61, 82] (including our own work, presented by Kiselyov et al. [60]), culminating in

Orchard and Yoshida [70] demonstrating the clear connection between sessions and effects.

Thus, in some roundabout way, we have arrived where we intended all those years ago: we now

have a reasoned, canonical mechanism to view contracts as additional, interacting processes just

as other effects, and any formal treatment of effects in this way is amenable to supporting the

framework presented here.

Future Works. The scope of this work is large enough that it may never be truly complete. Much

of the strategy and meta-strategy design space is still unmapped, and one could wander it for

years to come. Our implementation, too, could use improvements: a truly invisible chaperone-style

system that eschews the need for extract would bring Pisces to every programmer, allowing them

to precisely design and use our contract system in a modern language. Finally, the space for

meta-theoretical contributions here is far from exhausted: proofs of complete blame, further correct

strategy embeddings, and embedding λπ
cs into effect-sensitive calculi are all future possibilities, with

their own challenges and insights. Finally, another major potential for future work involves encoding

our λπ
cs system in a call-by-push-value calculus, giving a detailed treatment of each step of contract

evaluation. In addition to providing a fine-grained behavioral account, this would also pave the

way for adding such a framework to, e.g., the Frank programming language [64], which utilizes a

call-by-push-value core calculus.

All told, there is still a life’s work to be done for runtime verification metatheory.
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C H A P T E R A

Embedding Findler and Felleisen [36] into λπ
cs

We set out to provide a unifying framework for contract semantics, a sort of “assembly language”

target for recreating, understanding, and comparing contract strategies. To demonstrate our ac-

complishment, we now prove that eager in λπ
cs simulates the runtime verification of λCON from

Findler and Felleisen [36] (given in Figure A.1), up to alpha-equivalence and unit elimination.

The language give in Figure A.1 elides a handful of forms from the version presented in λCON ,

including list and fixpoint operations (since neither are relevant to the discussion) and, more im-

portant, their outer val rec form, defined as (with appropriate evaluation contexts to match, which

Findler and Felleisen, 2002

c = λ x. c | c c | x | if c then c else c | true | false | n | c op c
| c 7→ c | contract(c) | blame(c) | cc,x,x

C = □ | C c | V C | C op c | V op C | if C then c else c
| C 7→ c | contract(C) | blame(C) | cC,x,x | CV,x,x

V = λ x. c | n | true | false | V 7→ V | contract(V ) | V V 7→V,x,x

C[V
contract(V2),p,n
1 ] −→ C[if V2 V1 then V1 else blame(p)]

C[(V V3 7→V3,p,n
1 ) V2] −→ C[(V1 V V3,n,p

2 )V4,p,n]

C[e] −→ C[e′] (if e⇝ e′)

λ x. c V ⇝ c[x/V ]

if true then c1 else c2 ⇝ c1

if false then c1 else c2 ⇝ c2

⌜n1⌝+ ⌜n2⌝ ⇝ ⌜n1 + n2⌝
⌜n1⌝ ≤ ⌜n2⌝ ⇝ true (if n1 ≤ n2)

⌜n1⌝ ≤ ⌜n2⌝ ⇝ false (if n1 ̸≤ n2)...

Figure A.1. A subset of the λCON language from Findler and Felleisen [36]. We have
renamed their E to C and e to c to avoid ambiguity.
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Embedding Translation
c ⇝ (K, P, e)

true ⇝ (∅, ∅, true) false ⇝ (∅, ∅, false) n ⇝ (∅, ∅, n)

x ⇝ (∅, ∅, x)

c →→e e

λ x. c ⇝ (∅, ∅, λ x. e)

c1 ∈ V c1 →→v e1 c2 ⇝ (K, P, e2)

c1 c2 ⇝ (K, P, e1 e2)

c1 /∈ V c1 ⇝ (K, P, e1) c2 →→e e2
c1 c2 ⇝ (K, P, e1 e2)

c1 ∈ V c1 →→v e1 c2 ⇝ (K, P, e2)

c1 op c2 ⇝ (K, P, e1 op e2)

c1 /∈ V c1 ⇝ (K, P, e1) c2 →→e e2
c1 op c2 ⇝ (K, P, e1 op e2)

c1 ⇝ (K, P, e1) c2 →→e e2 c3 →→e e3
if◦ c1 then c2 else c3 ⇝ (K, P, if e1 then e2 else e3)

c1 ⇝ (K, P, e1) c2 →→e e2 c3 →→e e3
fresh ι fresh π p = ⟨write ι (catch inl (inr (if e1 then e2 else e3)))⟩π

if• c1 then c2 else c3 ⇝ ({ι} ⊎K, {p} ⊎ P, conres (read ι))

c1 ∈ V c1 →→v e1 c2 ⇝ (K, P, e2) fresh f fresh b fresh x

(c1 7→ c2) ⇝ (K, P, λ f b. λ x. mon e2 eager (f (mon e1 eager x (invert b))) b)

c1 /∈ V c1 ⇝ (K, P, e1) c2 →→e e2 fresh f fresh b fresh x

(c1 7→ c2) ⇝ (K, P, λ f b. λ x. mon e2 eager (f (mon e1 eager x (invert b))) b)

c ⇝ (K, P, e) fresh x fresh b

contract(c) ⇝ (K, P, λ x b. if e x then x else raise b)

c ⇝ (K, P, e) B ≈ e

blame(c) ⇝ (K, P, raise B)

c1 /∈ V c2 /∈ V c1 →→e e1 c2 ⇝ (K, P, e) B ≈ (p, n)

cc2,p,n1 ⇝ (K, P, mon e2 eager e1 B)

c1 /∈ V c2 ∈ V c1 ⇝ (K, P, e1) c2 →→v e2 B ≈ (p, n)
fresh ι fresh π p = ⟨write ι (catch inl (inr (e2 (read ι) B)))⟩π

cc2,p,n1 ⇝ ({ι} ⊎K, {p} ⊎ P, seq (write ι e1) (conres (read ι)))

c1 ∈ V c2 ∈ V c1 →→v e1 contract(c2) →→v e2 B ≈ (p, n)
fresh ι fresh π p = ⟨write ι (catch inl (inr (e2 e1 B)))⟩π

c
contract(c2),p,n
1 ⇝ ({ι}, {p}, conres (read ι))

c1 ∈ V c2 ∈ V c3 ∈ V c1 →→v e1 c2 →→v e2 c3 →→v e3
fresh ι fresh π fresh x B ≈ (p, n)

cc2 7→c3,p,n
1 ⇝ (∅, ∅, λ x. mon c3 eager (e1 (mon c2 eager x (invert B))) B)

Figure A.2. Embedding procedure for λCON into λπ
cs.
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Embedding Translations
c →→e e

true →→e true false →→e false x →→e x n →→e n

c →→e e

λ x. c →→e λ x. e

c1 →→e e1 c2 →→e e2
c1 c2 →→e e1 e2

c1 →→e e1 c2 →→e e2
c1 op c2 →→e e1 op e2

c1 →→e e1 c2 →→e e2 c3 →→e e3
if◦ c1 then c2 else c3 →→e if e1 then e2 else e3

c →→e e fresh x fresh b

contract(c) →→e λ x b. if e x then x else raise b

c →→e e

blame(c) →→e raise e

c1 →→e e1 c2 →→e e2 B ≈ (p, n)

cc2,p,n1 →→e mon e2 eager e1 B

V →→v v

true →→v true false →→v false n →→v n

c →→e e

λ x. c →→v λ x. e

c →→v e fresh x fresh b

contract(e) →→v λ x b. if e x then x else raise b

c →→v e

blame(c) →→v raise e

c1 →→v e1 c2 →→v e2 c3 →→v e3 B ≈ (p, n) fresh x

cc2 7→c3,p,n
1 →→v λ x. mon c3 eager (e1 (mon c2 eager x (invert B))) B

Figure A.3. Sub-translation relations →→e and →→v for embedding λCON into λπ
cs.

evaluate the bindings before the body):

p = d · · · c
d = val rec x : c = c

Here, each binding has two values associated as x : V1 = V2, where the first represents a contract

on the second. Findler and Felleisen install these contracts on each occurrence of x in the program

via their I operator (given in Figure 14 of their technical report) such that, if the program binds

x as val rec x : e1 = e2, then each usage site of x is rewritten as xe1,x,n to enforce the contract e1.

Findler and Felleisen provide this machinery to more closely match the module interaction system

and blame coordination in Racket, which is unnecessary for demonstrating that their individual

monitors proceed via eager verification. As such, our simulation assumes that each clause in the

outer val rec form is completely evaluated and substituted in, removing the need for the “ rec−→”

reduction along with syntax forms p and d and contexts P .
149



Our simulation begins with three translation relations from λCON to λπ
cs, defined as “⇝”, “→→e”, and

“→→v”, defined in Figure A.2 and Figure A.3. The ⇝ operator relates a term c with an expression

e, a set of new channels K, and a set of process P , where the translated expression will fill process

π0, which →→e and →→v translate terms and values in λCON into equivalent term-level expressions in

λπ
cs.

The intuition is that ⇝ acts as the main translator, focusing in on the next redex of the program,

while →→e evaluates each unevaluated portion of the program (i.e., c occurrences in context C) and

→→v translates each evaluated portion of the term (i.e., V occurrences in context C). Next, we define

a series of lemmas and finally prove our simulation result:

Lemma A.1 (Translating Values Yield No Channels or Processes). If c ∈ V and c ⇝ (K, P, e),

then e ∈ v, K = ∅, and P = ∅.

Proof (Sketch). This proof establishes that we relate values in λCON to values in λπ
cs.

Proof proceeds by induction on c and our constraint that it is a value, then inversion on the

translation relation. □

Lemma A.2 (Embedding Translation Focuses on Redex). If c = C[c0] such that c0 is the next redex,

then c ⇝ (K, P, e) has some derivation tree as

D
c ⇝ (K, P, e)

then D contains c0 ⇝ (K0, P0, e0).

Proof (Sketch). Findler and Felleisen [36] prove unique decomposition for c terms, and proof

proceeds by induction on the structure of C and inversion on D. □

Lemma A.3 (Embedding Reduction). If c ∈ λCON such that · ⊢ c : t (that is, c is well-typed),

c −→ c′, and c ⇝ (K, P, e) and c′ ⇝ (K ′, P ′, e′), then K, {π0}, {⟨e⟩π0}+P ⇒∗ K ′′, {π0}, P ′′

such that

K ′′, {π0}, P ′′ =α,unit K ′, {π0}, {⟨e′⟩π0}+ P ′.

Proof. This proof establishes that each evaluation step in λCON has a corresponding set of eval-

uation steps in λπ
cs. We make the following simplifying assumptions:

• We appeal to alpha equivalence for our reduction in order to avoid the need to explicitly track

and name channels and process identifiers in terms of their creation, so that we do not need
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to maintain the exact channel name or process identifier between steps, only that we use each

name alpha-equivalently.

• We disregard processes of the form ⟨unit⟩π in our embedding; these processes are the product

of contract verification, and ensuring each exists would require keeping track of each contract

checked up until the current point in the derivation.

Next, we note that the termination set will always be precisely {π0} since neither our translation

relation or eager monitors will introduce a spawnf term, and thus we do not need to consider the

termination set for the proof.

To differentiate between contract-checking terms and other conditional branching operations, we

“recolor” the if expressions in c to indicate their origin: we mark if expressions that originate in

the program (i.e., c) with ◦, and we modify →λCON to color contract-introduced if statements as:

D[V contract(V2),p,n]
flat−→ D[if• V2 (V ) then V else blame(p)]

Evaluation for both if◦ c then c else c and if• c then c else c otherwise proceed as if c then c else c.

We perform induction on “c −→ c′′. Except for contract enforcement operations, our translation

directly preserves the source language syntax, and thus we only present the contract-related cases

in detail:

Case:. C[V
contract(V2),p,n
1 ] −→ C[if• V2 V1 then V1 else blame(p)]

Using ⇝, we have:

C[V
contract(V2),p,n
1 ] ⇝ (P, K, e)

C[if• V2 V1 then V1 else blame(p)] ⇝ (P ′, K ′, e′)

Since C is static, the term inside of C is the next redex and thus is translated by →→v and →→e,
whereas we translate V

contract(V2),p,n
1 by ⇝ (via Lemma A.2). Furthermore,

V1 ∈ V V2 ∈ V V2 →→v e2

B ≈ (p, n) V1 →→v e1 contract(V2) →→v λ x b. if e2 x then x else raise b

fresh ι fresh π p = ⟨write ι (catch inl (inr (V2 V1 B)))⟩π

V
contract(V2),p,n
1 ⇝ ({ι}, {p}, conres (read ι))

and
c1 ⇝ (K, P, e1) c2 →→e e2 c3 →→e e3

fresh ι fresh π′ p′ = ⟨write ι (catch inl (inr (if e1 then e2 else e3)))⟩π
′

if• V2 V1 then V2 else blame(p) ⇝ ({ι′} ⊎K, {p′} ⊎ P, conres (read ι))
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Thus P = P0 ⊎ {p} and K = K0 ⊎ {ι} (taking ι = ι′ and π = π′). Then it is sufficient to show that

K ⊎ {ι}, {π0}, P0 ⊎ {p} ⊎ ⟨E [conres (read ι)]⟩π

⇒ K ⊎ {ι}, {π0}, P0 ⊎ {p′} ⊎ ⟨E [conres (read ι)]⟩π

This follows directly because p reduces to p′ by our definition of term reduction relation “ 7−→” and

[ProcStep] in the “⇒” relation.

Case:. C[(V V3 7→V4,p,n
1 ) V2] −→ C[(V1 V V3,n,p

2 )V4,p,n]

We use the same argument to deal with context C as in the previous case, yielding some K0 and
P0 for the reduction. Then:

V V3 7→V4,p,n
1 ∈ V V V3 7→V4,p,n

1 →→v efc V2 ⇝ (∅, ∅, e2)

V V3 7→V4,p,n
1 V2 ⇝ (∅, ∅, efc e2)

where the channel and processes in the premises are empty by Lemma A.1 and efc is the result of
the translation

V1 →→v e1 V3 →→v e3 V4 →→v e4 B ≈ (p, n) fresh x

V V3 7→V4,p,n
1 →→v λ x. mon e4 eager (e1 (mon e3 eager x (invert B))) B

The right-hand side of the reduction proceeds as:

(V1 V V3,n,p
2 ) /∈ V V4 ∈ V (V1 V V3,n,p

2 ) ⇝ (K ′, P ′, e1 e′2) V4 →→v e2 B ≈ (p, n)

fresh ι fresh π p = ⟨write ι (catch inl (inr (e4 (read ι) B)))⟩π

(V1 V V3,n,p
2 )V4,p,n ⇝ ({ι} ⊎K ′, {p} ⊎ P ′, seq (write ι e1 e′2) (conres (read ι)))

where
V1 ∈ V V1 →→v e1 V V3,n,p

2 ⇝ (K ′, P ′, e′2)

(V1 V V3,n,p
2 ) ⇝ (K, P, e1 e′2)

The exact shape of e′2 depends upon the shape of V3. Since c is well-typed, it is either a flat or

function contract. We proceed by consider each, appealing to this series of reductions to prove

each:

Subcase: V3 = contract(V ′
3)

V3 ∈ V V3 ∈ V V3 →→v e2 contract(V3) →→v e3 B ≈ (p, n)

fresh ι fresh π p = ⟨write ι (catch inl (inr (e3 e2 B)))⟩π

V
contract(V3),p,n
3 ⇝ ({ι}, {p}, conres (read ι))

Thus it is sufficient to show

K0, P0 + ⟨E [(mon e4 eager (e1 (mon e3 eager x (invert B))) B) e2]⟩π0

⇒∗ K0 ⊎ {ι, ι′}, P0+⟨E [seq (write ι (e1 (conres (read ι′)))) (conres (read ι))]⟩π0

+⟨write ι (catch inl (inr (e4 (read ι) B)))⟩π

+⟨write ι (catch inl (inr (e3 e2 B̄)))⟩π

which follows from our reduction semantics in λπ
cs.
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Subcase: V3 = V3i 7→ V3o

Since both V2 and V3 are values, we translate this as:

V2 ∈ V V3i ∈ V V3o ∈ V V2 →→v e2 V3i →→v e3i V3o →→v e3o

fresh ι fresh π fresh x B̄ ≈ (n, p)

V V3i 7→V3o,n,p
2 ⇝ (∅, ∅, λ x. mon e3o eager (e2 (mon e3i eager x B)) B̄)

Thus it is sufficient to show

K0, P0 + ⟨E [(mon e4 eager (e1 (mon e3 eager x (invert B))) B) e2]⟩π0

⇒∗ K0 ⊎ {ι}, P0+⟨E [seq (write ι (e1 e2v)) (conres (read ι))]⟩π0

+⟨write ι (catch inl (inr (e4 (read ι) B)))⟩π

where

e2v = λ x. mon e3o eager (e1 (mon e3i eager x B)) B̄

which follows from our reduction semantics and unit equality to account for the missing unit-value

process created by constructing the contracted function value for V2. □

Finally, we state the embedding theorem as:

Theorem A.1 (Embedding Correctness). If c ∈ λCON such that · ⊢ c : t, c −→∗ V , c ⇝ (K, P, e),

and V →→v v,

then K, {π0}, {⟨e⟩π0}+ P 7−→∗ K ′, {π0}, ⟨v⟩π0 + P ′.

Proof. First, no translation will produce an spawnf form, and thus T remains constant. Then

the proof proceeds by induction on the length of −→∗ and Lemma A.3. □

This proof demonstrates that our approach to eager monitoring faithfully recreates the original

presentation and, more generally, that defining contracts as patterns of communication maintains

previous models while exposing their internal workings at a finer granularity.

Moreover, this proof is, in a sense, straightforward: we are, in essence, doing nothing more than

piecing apart and tracking the individual evaluators that go into contract monitoring, separating the

user portions from the monitoring ones. These two approaches may appear distinct on the surface,

but they are, in actuality, closely connected. Moreover, additional simulation proofs will be more

complex, but follow this same approach: syntactic munging plus a little process management.
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C H A P T E R B

λπ
cd: A delay-less Variant of λπ

cs

The chaperone-based λπ
cd differs from λπ

cs in its inclusion of chaperone values of the form ⟨e1⟩e2e3 ,

where e1 is the chaperoned value, e2 is the chaperone, indicating how enforcement should proceed

then the chaperoned value is required, and e3 contains blame information. After adding these

chaperones, we can remove force and delay, and thus do so. To automatically force chaperones, we

reclassify those contexts which must perform forcing as C contexts in order to force operations in,

e.g., operator position. These C contexts are a strict subset of the D contexts, and are embedded

as such.

Finally, we modify our reduction relation “→” to support evaluating a chaperone in a C context.

This reduction uses the chaperone to yield the underlying value to the program:

C[⟨e1⟩e2e3 ] → C[e2 e1 e3]

Now, we can define semi and prom verification in terms of such chaperones:

mon con semi exp B → let f = λ exp b.let i = chan
in seq

(spawn (write i (catch inl (inr (con (read i) b)))))

(write i exp)

(conres (read i))

in ⟨exp⟩fB

mon con prom exp B → let i = chan
in seq

(spawn (write i (catch inl (inr (con (read i) B)))) )

(write i exp)

⟨exp⟩(λ _ _. conres (read i))
B

In each case, we construct the appropriate procedure for extraction and construct the appropriate

chaperone result. For example, in the semi-eager case, checking nat/c on 5 will result in a value

⟨5⟩... check nat/c ...
B that will ensure 5 is a natural number when it appears in a forcing position, i.e.,

C contexts.
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Syntax
Exprs e := x | v | e e | if e then e else e

| e binop e | unop e | (e, e) | fst e | snd e
| case (e; x▷ e; x▷ e) | inl e | inr e
| raise e | catch e e
| spawn e | spawnf e | chane | read e | write e e
| mon e e e e

Values v := λ x. e | ι | (v, v) | inl v | inr v
| n | true | false | unit | B | s
| ⟨e⟩vv

Strategies s := eager | semi | prom | · · ·

C-Contexts C := □ | C e | if C then e else e
| C binop e | v binop C | unop C
| fst C | snd C
| case (C; x▷ e; x▷ e)
| catch C e
| read C | write C e
| mon C e e e | mon v C e e | mon v v e C

D-Contexts D := □ | C | C[D] | D e | v D | if D then e else e
| D binop e | v binop D | unop D
| (D, e) | (v,D) | fst D | snd D
| case (D; x▷ e; x▷ e) | inl D | inr D
| raise D | catch D e
| chanD | read D | write D e | write v D
| mon D e e e | mon v D e e | mon v v e D

E-Contexts E := D | D[E ] | catch v E

ProcId π ∈ N
Process proc = ⟨ei⟩πi

Proc. Set P ∈ Fin(proc)

Proc. Decomp. P + ⟨e⟩π ≡ P ∪ {⟨e⟩π}

Proc. Config. K,T, P K ∈ Fin(channel names)
T ∈ Fin(process ids)

Figure B.1. Syntax definitions for λπ
cs.
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Dynamic Semantics
e → e′

(λ x. e) v → e[v/x]
if true then e1 else e2 → e1
if false then e1 else e2 → e2
v1 binop v2 → v where δ(binop, v1, v2) = v
unop v′ → v where δ(unop, v′) = v
case (inl v; x1 ▷ e1; x2 ▷ e2) → e1[v/x1]
case (inr v; x1 ▷ e1; x2 ▷ e2) → e2[v/x2]
force (delay e) → e
force v → v where v ̸= delay e
catch v1 v2 → v2
catch v1 (raise v2) → v1 v2
C[⟨e1⟩e2e3 ] → C[e2 e1 e3]

e 7−→ e′

e → e′

E [e] 7−→ E [e′] E [D[raise v2]] 7−→ E [raise v2]

e1
ι
⌢
⌣ e2 with (e′1, e

′
2)

write ι v
ι
⌢
⌣ read ι with (unit, v)

e1
ι
⌢
⌣ e2 with (e′1, e

′
2)

e2
ι
⌢
⌣ e1 with (e′2, e

′
1)

K,T, P ⇒ K ′, T, P ′

e 7−→ e′

K,T, P + ⟨e⟩π ⇒ K,T, P + ⟨e′⟩π

π′ /∈ dom(P )

K,T, P + ⟨E [spawn e ]⟩π ⇒ K,T, P + ⟨E [unit]⟩π + ⟨e⟩π′

π′ /∈ dom(P )

K,T, P + ⟨E [spawnf e ]⟩π ⇒ K, T ∪ {π′}, P + ⟨E [unit]⟩π + ⟨e⟩π′

ι /∈ K

K,T, P + ⟨E [chan]⟩π ⇒ K ∪ {ι}, T, P + ⟨E [ι]⟩π

e1
ι
⌢
⌣ e2 with (e′1, e

′
2) ι ∈ K

K,T, P + ⟨E1[e1]⟩π1 + ⟨E2[e2]⟩π2 ⇒ K,T, P + ⟨E1[e′1]⟩π1 + ⟨E2[e′2]⟩π2

Figure B.2. Dynamic semantics for λπ
cs.
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C H A P T E R C

The Pisces Source Code

1 ( ns mcon . co r e
2 ( : r e q u i r e [ c l o j u r e . co r e . async : as a : r e f e r [ go put ! ] ] )
3 ( : r e q u i r e [ c l o j u r e . t e s t . check . g e n e r a t o r s : as gen : r e f e r [ sample ] ] )
4 ( : r e q u i r e [ c l o j u r e . main : as m] ) )
5
6 ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ;
7 ; ; Check D e f i n i t i o n ; ;
8 ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ;
9

10 ( d e f r e c o r d Blame [ s e r v e r c l i e n t c o n t r a c t ] )
11
12 ( de f blm ( Blame . " s e r v e r " " c l i e n t " " c o n t r a c t " ) )
13
14 ( de fn i n v e r t - blame
15 [ blame ]
16 ( Blame . ( : c l i e n t blame ) ( : s e r v e r blame ) ( : c o n t r a c t blame ) ) )
17
18 ( de fn i ndy - blame
19 [ blame ]
20 ( Blame . ( : c l i e n t blame ) ( : c o n t r a c t blame ) ( : c o n t r a c t blame ) ) )
21
22 ( d e f r e c o r d S t r a t e g y [ sname imp l ] )
23
24 ( d e f r e c o r d Meta s t r a t [ sname imp l s u b s t r a t ] )
25
26 ( de fn mon - f l a t
27 [ c o n t r a c t s t r a t dterm blame ]
28 ( cond
29 ( i n s t a n c e ? S t r a t e g y s t r a t )
30 ( ( : imp l s t r a t ) c o n t r a c t dterm blame )
31 : e l s e ( Excep t i on . ( s t r " I n v a l i d s t r a t e g y : " s t r a t "\n"
32 " c o n t r a c t : " c o n t r a c t "\n"
33 " i n p u t : " dterm "\n"
34 " Blame : " blame ) ) ) )
35
36 ( de fn mon - meta
37 [ c o n t r a c t s t r a t dterm blame ]
38 ( cond
39 ( i n s t a n c e ? Meta s t r a t s t r a t )
40 ( ( : imp l s t r a t ) c o n t r a c t dterm ( : s u b s t r a t s t r a t ) blame )
41 ( i n s t a n c e ? S t r a t e g y s t r a t )
42 (mon - f l a t c o n t r a c t s t r a t dterm blame )
43 : e l s e ( Excep t i on . ( s t r " I n v a l i d s t r a t e g y : " s t r a t "\n"
44 " c o n t r a c t : " c o n t r a c t "\n"
45 " i n p u t : " dterm "\n"
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46 " Blame : " blame ) ) ) )
47
48 ( defmacro mon
49 " Check a c o n t r a c t w i th a s p e c i f i c s t r a t e g y "
50 [ c o n t r a c t s t r a t v a l u e blame ]
51 ‘ (mon - meta ~ c o n t r a c t ~ s t r a t ( d e l a y ~ v a l u e ) ~blame ) )
52
53 ( de fn e x t r a c t
54 [ exp ] ( i f ( o r ( d e l a y ? exp ) ( f u t u r e ? exp ) ) @exp exp ) )
55
56 ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ;
57 ; ; S t r a t e g y D e f i n i t i o n s ; ;
58 ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ;
59
60 ; Sk ip V e r i f i c a t i o n
61 ( de fn s k i p - check
62 [ c o n t r a c t dterm blame ]
63 ( e x t r a c t dterm ) )
64
65 ( de f s k i p ( S t r a t e g y . " s k i p " s k i p - check ) )
66
67 ; Eager V e r i f i c a t i o n
68 ( de fn eage r - check
69 [ c o n t r a c t dterm blame ]
70 ( c o n t r a c t ( e x t r a c t dterm ) blame ) )
71
72 ( de f eage r ( S t r a t e g y . " eage r " eage r - check ) )
73
74 ; Semi V e r i f i c a t i o n
75 ( de fn semi - check
76 [ c o n t r a c t dterm blame ]
77 ( d e l a y ( c o n t r a c t ( e x t r a c t dterm ) blame ) ) )
78
79 ( de f semi ( S t r a t e g y . " semi - eage r " semi - check ) )
80
81 ; Prom V e r i f i c a t i o n
82 ( de fn f u t u r e - check
83 [ c o n t r a c t dterm blame ]
84 ( f u t u r e ( c o n t r a c t ( e x t r a c t dterm ) blame ) ) )
85
86 ( de f f u t u r ( S t r a t e g y . " f u t u r e " f u t u r e - check ) )
87
88 ; Conc V e r i f i c a t i o n
89 ( de fn conc - check
90 [ c o n t r a c t dterm blame ]
91 ( do ( a/go ( c o n t r a c t ( e x t r a c t dterm ) blame ) ) ( e x t r a c t dterm ) ) )
92
93 ( de f conc ( S t r a t e g y . " conc " conc - check ) )
94
95 ; Spot - Check ing V e r i f i c a t i o n ( f u n c t i o n s on l y )
96 ( de fn sp o t - check
97 [ g e n e r a t o r ]
98 ( fn [ c o n t r a c t dterm blame ]
99 ( l e t [ f ( e x t r a c t dterm ) ]

100 ( i f ( not ( fn ? f ) )
101 ( throw ( Excep t i on . ( s t r f " i s not a f u n c t i o n " ) ) ) )
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102 ( l e t [ c ( c o n t r a c t f blame ) ]
103 ( d o a l l (map ( fn [ x ] ( c x ) ) ( gen/ sample g e n e r a t o r 2 0 ) ) )
104 f ) ) ) )
105
106 ( de fn sp o t
107 " spo t - checke r s t r a t e g y "
108 [ g ]
109 ( S t r a t e g y . " spo t " ( sp o t - check g ) ) )
110
111 ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ;
112 ; ; Me ta s t r a t egy D e f i n i t i o n s ; ;
113 ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ;
114
115 ; With - Operator V e r i f i c a t i o n
116 ( de fn with - check
117 [ fun ]
118 ( fn [ c o n t r a c t dterm sub - s t r a t blame ]
119 ( l e t [ v a l ( e x t r a c t dterm )
120 r e s (mon c o n t r a c t sub - s t r a t v a l blame ) ]
121 ( do ( fun (mon c o n t r a c t sub - s t r a t v a l ( i ndy - blame blame ) ) )
122 r e s ) ) ) )
123
124 ( de fn with
125 " wi th meta - s t r a t e g y , e x p e c t s a f u n c t i o n and a s t r a t e g y "
126 [ fun s t r a t ]
127 ( Meta s t r a t . " w i th " ( with - check fun ) s t r a t ) )
128
129 ; Random V e r i f i c a t i o n
130 ( de fn random - check
131 [ r a t e ]
132 ( fn [ c o n t r a c t dterm sub - s t r a t blame ]
133 ( i f (< ( rand ) r a t e )
134 (mon c o n t r a c t sub - s t r a t ( e x t r a c t dterm ) blame )
135 ( e x t r a c t dterm ) ) ) )
136
137 ( de fn random
138 " randomize r meta - s t r a t e g y , e x c e p t s a mon i to r r a t e and a s t r a t e g y "
139 [ r a t e s t r a t ]
140 ( Meta s t r a t . " rand " ( random - check r a t e ) s t r a t ) )
141
142 ; Communicating V e r i f i c a t i o n
143 ( de fn comm - check
144 [ channe l fun ]
145 ( fn [ c o n t r a c t dterm sub - s t r a t blame ]
146 ( l e t [ v a l ( e x t r a c t dterm )
147 r e s (mon c o n t r a c t sub - s t r a t v a l blame ) ]
148 ( do ( a/ put ! channe l ( fun (mon c o n t r a c t sub - s t r a t v a l ( i ndy - blame blame ) ) ) )
149 r e s ) ) ) )
150
151 ( de fn comm
152 " communicat ion meta - s t r a t e g y , e x p e c t s a channe l and a s t r a t e g y "
153 [ chan fun s t r a t ]
154 ( Meta s t r a t . "comm" (comm - check chan fun ) s t r a t ) )
155
156 ; Memoizing V e r i f i c a t i o n
157 ( de fn memo - check
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158 [ c o n t r a c t dterm sub - s t r a t blame ]
159 (mon ( memoize c o n t r a c t ) sub - s t r a t ( e x t r a c t dterm ) blame ) )
160
161 ( de fn memo
162 " memoizer meta - s t r a t e g y , e x c e p t s a r e f to a map and a s t r a t e g y "
163 [ s t r a t ]
164 ( Meta s t r a t . "memo" memo - check s t r a t ) )
165
166 ; S t a t e C o n t r a c t s
167 ( de fn make - c o n t r a c t - s t a t e
168 [ s t a r t - s t a t e ]
169 ( r e f ( l i s t s t a r t - s t a t e ) ) )
170
171 ( de fn i n ?
172 [ c o l l elm ]
173 ( some #(= elm %) c o l l ) )
174
175 ( de fn t r a n s i t i o n - check
176 [ s t a t e - r e f from - s t a t e to - s t a t e ]
177 ( fn [ c o n t r a c t dterm sub - s t r a t blame ]
178 ( l e t [ r e s (mon c o n t r a c t sub - s t r a t ( e x t r a c t dterm ) blame ) ]
179 ( i f ( i n ? ( d e r e f s t a t e - r e f ) from - s t a t e )
180 ( dosync
181 ( r e f - s e t s t a t e - r e f
182 ( i f ( l i s t ? to - s t a t e ) to - s t a t e ( l i s t to - s t a t e ) ) )
183 r e s )
184 ( throw
185 ( Excep t i on .
186 ( s t r " Program per fo rmed i n v a l i d s t a t e t r a n s i t i o n : \ n"
187 " Cur r en t s t a t e : " ( d e r e f s t a t e - r e f )
188 " T r a n s i t i o n : " from - s t a t e " -> " to - s t a t e "\n" ) ) ) ) ) ) )
189
190 ( de fn t r a n s i t i o n
191 [ s t a t e - r e f from - s t a t e to - s t a t e s t r a t ]
192 ( Meta s t r a t . ( s t r " t r a n s i t i o n " from - s t a t e to - s t a t e )
193 ( t r a n s i t i o n - check s t a t e - r e f from - s t a t e to - s t a t e )
194 s t r a t ) )
195
196 ( de fn t r a n s i t i o n - as - check
197 [ s t a t e - r e f t r a n s i t i o n - f n ]
198 ( fn [ c o n t r a c t dterm sub - s t r a t blame ]
199 ( l e t [ r e s (mon c o n t r a c t sub - s t r a t ( e x t r a c t dterm ) blame )
200 to - s t a t e ( t r a n s i t i o n - f n ( d e r e f s t a t e - r e f ) r e s ) ]
201 ( i f ( not (= to - s t a t e : e r r o r ) )
202 ( dosync
203 ( r e f - s e t s t a t e - r e f
204 ( i f ( l i s t ? to - s t a t e ) to - s t a t e ( l i s t to - s t a t e ) ) )
205 r e s )
206 ( throw
207 ( Excep t i on .
208 ( s t r " Program per fo rmed i n v a l i d o p e r a t i o n : \ n"
209 " Cur r en t s t a t e : " ( d e r e f s t a t e - r e f ) "\n" ) ) ) ) ) ) )
210
211 ( de fn t r a n s i t i o n - as
212 [ s t a t e - r e f t r a n s i t i o n - f n s t r a t ]
213 ( Meta s t r a t . ( s t r " t r a n s i t i o n - as " )
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214 ( t r a n s i t i o n - as - check s t a t e - r e f t r a n s i t i o n - f n )
215 s t r a t ) )
216
217 ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ;
218 ; ; Cont rac t D e f i n i t i o n s ; ;
219 ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ;
220
221 ( de fn p r e t t y - demunge
222 [ f n - o b j e c t ]
223 ( l e t [ dem - fn (m/demunge ( s t r fn - o b j e c t ) )
224 p r e t t y ( second ( r e - f i n d #" ( . ∗ ? \ / . ∗ ? ) [ \ - \ - |@ ] . ∗ " dem - fn ) ) ]
225 ( i f p r e t t y p r e t t y dem - fn ) ) )
226
227 ( de fn predc
228 " Bu i l d a p r e d i c a t e c o n t r a c t "
229 [ f ]
230 ( fn [ x blame ]
231 ( i f ( f x )
232 x
233 ( throw ( Excep t i on .
234 ( s t r " Cont rac t v i o l a t i o n : " x
235 " v i o l a t e d " f "\n"
236 " Blame : " blame ) ) ) ) ) )
237
238 ( de f anyc ( p redc ( fn [ x ] t r u e ) ) )
239
240 ( de f natc ( p redc ( fn [ x ] (>= x 0 ) ) ) )
241
242 ( de fn p a i r c
243 " Bu i l d a p r e d i c a t e c o n t r a c t "
244 [ c1 c2 s ]
245 ( fn [ p a i r blame ]
246 [ ( mon c1 s ( f i r s t p a i r ) blame )
247 (mon c2 s ( second p a i r ) blame ) ] ) )
248
249 ( de fn con - r a v e l
250 [ a r g s i n s ]
251 ( i f ( empty? i n s )
252 ( l i s t )
253 ( cons ( concat ( take 2 a r g s ) ( l i s t ( f i r s t i n s ) ) )
254 ( con - r a v e l ( drop 2 a r g s ) ( r e s t i n s ) ) ) ) )
255
256 ( de fn func
257 " Bu i l d a f u n c t i o n c o n t r a c t "
258 [& s c s ]
259 ( fn [ f blame ]
260 ( fn [& i n s ]
261 ( l e t [ l (∗ 2 ( count i n s ) )
262 c l ( count s c s ) ]
263 ( i f ( not (= (+ 2 l ) c l ) )
264 ( throw ( Excep t i on . " I n v a l i d number o f arguments f o r c o n t r a c t s " ) ) )
265 ( l e t [ mon - s e t s ( con - r a v e l s c s i n s )
266 p o s t s ( drop l s c s ) ]
267 (mon ( f i r s t p o s t s )
268 ( second p o s t s )
269 ( app l y f
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270 (map ( fn [ x ]
271 (mon ( f i r s t x )
272 ( second x )
273 ( second ( r e s t x ) )
274 ( i n v e r t - blame blame ) ) )
275 mon - s e t s ) )
276 blame ) ) ) ) ) )
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